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A B S T R A C T   

Offshore operations onboard vessels are increasingly reliant on digitalization, integration, auto
mation, and networked-based systems, which creates new dimensions of cyber risks. The causes of 
cyber incidents often include complex relationships between humans and technology, and in 
offshore operations, the onboard crew can be both a cyber security risk and a vital resource in 
strengthening the cyber security. This makes the behaviour of the decisionmakers onboard 
important in both preventing and handling cyber risks at sea. By use of in-depth interviews and 
the constant comparative analysis (CCA), this paper investigates factors influencing deck officers’ 
cyber risk perception in offshore operations and presents a contextual model of these factors. The 
model indicates that deck officers’ cyber risk perception can be affected by a feeling of distance 
towards cyber risks, being more restricted in their working environment because of digitalization, 
and trust in their reliable cyber-physical systems and suppliers. Further, targeted cyber risk 
mitigation measures should be implemented on multiple levels in shipping companies. The 
measures may benefit from focusing on increased risk communication, operational training, 
awareness campaigns, vessel-specific procedures, and policies, in addition to increased commu
nication from management regarding the demand for digitalization. With this approach, the 
contextual model can contribute to the ongoing work of developing targeted measures for cyber 
risk mitigation in the maritime domain and can be used as a point of departure for further studies 
to discover additional nuances and factors within cyber risk perception in this domain.   

1. Introduction 

Offshore operations on ships depend on digitalization and automation processes, and the cyber-physical systems are more inter
connected than before (Ben Farah et al., 2022). This makes the onboard systems interact in complex ways, making it difficult to defend 
the maritime transportation system against cyber-attack vectors (Hemminghaus et al., 2021; Kessler and Shepard, 2022). A growing 
concern is the security in offshore vessels operational technology (OT), which relies on industrial control systems (ICS) that manage 
real-time operational environments (Progoulakis et al., 2021). Cyber-attacks towards these systems can put both humans, the envi
ronment, and physical assets at risk (Alcaide and Llave, 2020). 

During and after the covid-19 pandemic of 2020–2022 there has been a significant increase in cyber risks towards maritime 
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industry (Meland et al., 2021). When cyber incidents occur and technology fails, the human operator is the first line defence against 
cyber risks (Akpan et al., 2022; Erstad et al., 2021). In these situations, the maritime crew can be both a vital resource and a risk, which 
makes the behaviour of the decision makers in maritime operations important in both preventing and handling cyber risks at sea 
(Larsen and Lund, 2021). Onboard offshore vessels the decision makers are usually the captain or the deck officers on watch. Further, 
to facilitate good security behaviour and develop targeted risk mitigation measures, there is a need for understanding the deck officers’ 
cyber risk perception. Individual behaviour and acceptance of specific technology is influenced by risk perception, and improving our 
understanding of factors influencing this process, can improve our capabilities for risk communication, decision support and man
agement (Siegrist and Árvai, 2020). 

One way of elucidating human experience is to describe ongoing processes in real life through use of qualitative research methods 
(Kvale and Brinkmann, 2015). This study is using constant comparative analysis (CCA) to investigate maritime cyber risk perception, 
and the aim is to develop a contextual model of factors influencing deck officers’ perception of cyber risks in offshore operations. The 
purpose is to provide descriptions of experiences and reflections which may lead to transferability beyond the presented context 
(Malterud, 2017; Postholm, 2006), and to aid the ongoing work of developing targeted tools for cyber risk mitigation in the maritime 
domain. To achieve this, the qualitative study aims to investigate what factors can influence deck officers’ perception of cyber risks in 
offshore operations, and how these factors can be described. Further, the results are presented as a contextual model of these influ
encing factors, with descriptive categories and sub-categories. The work presented in this paper makes it possible to consider the 
particularities within the maritime domain while investigating the human side of maritime cyber security, and in this way, contributes 
to the body of knowledge within human behaviour and maritime cyber security (Larsen and Lund, 2021; Pseftelis and Chondrokoukis, 
2021). 

The paper is further structured as follows: The first section presents the maritime context and the psychology approach within risk 
perception research. Section two describes method and analysis, while section three outline the results of the study. Section four 
provides the discussion, ethical considerations, methodological implications, and limitations. Section 5 concludes the research and 
gives suggestions for future research. 

1.1. The maritime context 

The research field of maritime cyber security has increased over the last decade, and there is a growing interest and acknowl
edgement of the importance of implementing cyber risk mitigation measures within shipping companies (FuturenauticsMaritime et al., 
KVH 2018; Garcia-Perez et al., 2017). This can partly be because of the implementation of maritime cyber risk management by the 
International Maritime Organization (IMO, 2017; Karamperidis et al., 2021), but also because of the excessively increase in 
cyber-attacks in the maritime industry the last couple of years (Meland et al., 2021). Combined with the increase in connectivity, the 
potential cyber-attacks create a whole new dimension of risks towards vessels of today (Larsen and Lund, 2021). These cyber risks can 
be caused by a threat that exploits cyberspace, e.g., computer systems, information in storage or transit, or services (Refsdal et al., 
2015). 

Cyber security can be understood as “the protection of cyberspace itself, the electronic information, the ICTs that support cy
berspace, and the users of cyberspace in their personal, societal and national capacity, including any of their interests, either tangible 
or intangible, that are vulnerable to attacks originating in cyberspace” (Von Solms and Van Niekerk, 2013). This makes the users, or 
human operators, important to consider when implementing proper cyber risk mitigation measures. In a maritime context it is vital to 
understand human behaviour, since the crew is “at the sharp edge in a potential maritime cyber emergency” (Erstad et al., 2021, p. 33). 
As stated earlier, one important aspect is to understand how the decision makers onboard vessels is perceiving cyber risks (Bada and 
Nurse, 2020; Larsen and Lund, 2021). 

1.2. Risk perception research within the psychology approach 

People have subjective judgements about characteristics and severity of risks, and research on risk perceptions is necessary for a 
deeper understanding of risk exposure, risk communication and risk management (Siegrist and Árvai, 2020, p. 2191). Further, risk 
perception is an important factor in investigating and understanding people’s reactions to various technological risks, and risk 
perception processes are believed to be driving decision making at various levels in society (Larsen and Lund, 2021; Sjöberg, 2004). 

Models of risk perception are emerging from research fields like cognitive science, psychology, sociology, engineering, and culture 
studies. However, risk perception can be seen as one of the most complex processes that happens in our brain, and there exists no 
theory or model with the capacity to put together all the factors that influence risk perception (Spencer, 2016). The psychological 
approach is trying to explain how people reconstruct previously assimilated risk through a subjective judgement, where the psy
chometric paradigm and research on heuristics and biases are well recognized fields of research (Kahneman, 2011; Siegrist and Árvai, 
2020; Slovic, 1990; Weinstein et al., 2005). 

1.2.1. The psychometric paradigm 
The psychometric paradigm is an acknowledged model within the field of risk perception research (Slovic, 1990; Spencer, 2016), 

and was first published in a paper by Fischoff et al. in 1978. The original model describes nine dimensions of risk perception, and is 
based on explanatory scales such as New-Old, Voluntary-Unvoluntary, etc. The nine dimensions, with an interpretation of their 
application to cyber risks (Larsen and Lund, 2021), are presented in Table 1. The technique is used to create quantitative represen
tations, “cognitive maps”, of people’s risk attitudes and perceptions, where the goal is to understand and predict risk responses 
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(Fischhoff et al., 1978; Slovic, 1987). This approach of studying risk perception is widely used across different domains, despite the 
criticism about the use of aggregated data to give the dimensions a stronger correlation (Gabriel and Nyshadham, 2008; Siegrist and 
Árvai, 2020; Siegrist et al., 2005; Sjöberg, 2012). 

1.2.2. Heuristics and biases 
Both the psychometric dimensions and heuristics may influence certain biases in risk perception. Kahneman and Tversky’s work on 

how people use heuristics to evaluate information, has played an important role in the discussion of risk perception (Kahneman et al., 
1982; Tversky and Kahneman, 1973). One frequently used heuristic in the risk domain is the availability heuristic (Siegrist and Árvai, 
2020). When relying on this heuristic, people use the “ease with which instances or occurrences can be brought to mind” to consider 
the frequency or probability of an incident (Tversky and Kahneman, 1974, p. 1127). The heuristics can be useful shortcuts for thinking, 
but can also lead to inaccurate judgements or biases in some situations (Kahneman, 2011; Spencer, 2016). A well-documented and 
recognized bias that can be generated through use of cognitive heuristics, is the optimistic bias (Campbell et al., 2007; Weinstein, 
1980). This bias demonstrates a systematic discrepancy between people’s risk perceptions and their actual risk for experiencing 
positive or negative events (Roeser, 2012; Weinstein and Klein, 1996). 

2. Method 

A qualitative approach with use of constant comparative analysis (CCA) was selected. This method is suited for research in areas 
where theories are unavailable, or not able to explain the research problem (Corbin and Strauss, 2015; J.W. Creswell and Poth, 2018), 
which is the case with the little studied field of cyber risk perception in the maritime domain (Larsen and Lund, 2021). As stated earlier, 
the goal is to create a contextual model with descriptions of factors influencing deck officers’ perception of cyber risks. Grounded in 
data collected from participants experiences, an iterative process was used for development of the categories within the model (Corbin 
and Strauss, 2015). 

2.1. Participants and data collection 

To ensure contribution to the development of thick descriptions and contextual model, the participants was purposefully sampled 
(J.W. Creswell and Poth, 2018). The development of a contextual model in qualitative studies rely on thick descriptions of human 
behaviour and experiences in a given context (Kvale and Brinkmann, 2015). Thick descriptions are used to pay attention to contextual 
details in observing and interpreting social meaning in qualitative studies (Mills et al., 2010). Inclusion criteria were deck officers 
working offshore with some operational experience. Further, the criteria for sampling size in CCA is saturation, which means that the 
data should be gathered until “no new concepts are emerging” (Corbin and Strauss, 2015, p. 134). This study was completed with 9 
deck officers, and within this sampling, saturation was pursued. All the interviewees were working offshore and had between 5 and 25 
years of operational experience. 

Data was collected by in-depth interviews with the participants. The semi-structured interviews were guided by an interview guide 
consisting of questions and themes to get the conversation going (Kvale and Brinkmann, 2015). The interview questions were cate
gorized in seven themes regarding perception of cyber risks and cyber security at the participants workplace. Table 2 gives an overview 
of the themes and questions used in the conversations. 

The duration of the interviews were 30–90 min, and the conversations were sufficiently unstructured to allow the discovery of new 
themes and ideas (Corbin and Strauss, 2015). During the interviews there was an emphasis on validating the understanding of the 
participants statements by asking follow-up questions and doing a summary in the end of each interview. The interviews were con
ducted and transcribed in Norwegian. 

Table 1 
The nine dimensions in the psychometric paradigm related to cyber risks (Fischhoff et al., 1978; Larsen and Lund, 2021).  

Voluntariness To what extent people perceive exposure to a cyber risk as voluntary affect how risky people perceive the related activity to be. 
Immediacy of risk 

consequences 
The greater the perceived immediacy of cyber risks are, the higher the perceived risk seems to be. 

Knowledge to exposed When people have knowledge of, and are familiar with the cyber risk in question, they perceive the risk as lower than if they have 
limited knowledge. 

Knowledge to science/ 
experts 

Peoples level of perceived risk is affected by to what extent they believe the cyber risks are known to experts or science. 

Controllability Risk perception levels can be reduced if people believe they can control the cyber risks and avoid them from happening. 
Catastrophic potential Cyber risks with a larger impact on a single occasion (catastrophic risk) are perceived riskier than cyber risks with less impact 

(chronic risk). 
Dread vs. common Measures whether the cyber risk in question is something people have learned to live with, or whether it is a risk they have great 

dread for. 
Newness New or novel cyber risks tend to be perceived as riskier and less controllable than familiar risks. 
Severity of consequences When cyber risks are perceived to have more severe consequences, they are perceived to be riskier.  
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2.2. Analytic approach 

“The purpose of analysis is to reduce the amount of data a researcher has to work with by delineating concepts to stand for data” 
(Corbin and Strauss, 2015, pp. 75–76). To achieve this in the constant comparison analysis (CCA) method, conceptual headings are 
used to group incidents sharing some common characteristics. Important features to remember is that concepts vary in levels of 
abstraction, where basic-level concepts provide a foundation, and higher level, more abstract concepts provide the structure of a model 
(Corbin and Strauss, 2015). 

In accordance with CCA, to reveal concepts in the transcriptions, the data material was analysed by asking questions about “what is 
really going on here?”. A coding process was carried out by analysing sentences throughout the transcriptions and labelling them with 
terms describing their contents (Postholm, 2019). This coding was developed further into categories and guided the classification of 
emerging main categories and sub-categories. In this stage the raw material was sorted, and it became easier to see patterns. 

The emerged categories appeared as basic-level concepts when the coding process was concluded, meaning the analysis had 
discovered more sub-categories than main categories. Hence, it was necessary to lift these concepts into a higher level to develop the 
contextual model. This was done by reanalysing the sub-categories and cluster them together. Table 3 shows one example of how 
multiple sub-categories were translated into a main category. The coding process was conducted with Norwegian terms first, and when 
the categories emerged, they were given a suitable English translation. 

To help with development of the contextual descriptions, memos were written and attached to the categories (Corbin and Strauss, 
2015). This helped with analysing the participants statements, and the reflections was helpful in development of the descriptions. In 
this process, a “bottom up” approach was initiated, trying carefully to consider the participants’ meaning in their utterances, and how 
to frame the quotes (Kara, 2015; Kvale and Brinkmann, 2015). Four main categories emerged from the data material after the analysis, 
and together with the sub-categories, they form the foundation for the contextual model presented in the next section. 

3. Results 

Emerging from the analysis, Fig. 1 presents a contextual model of factors influencing deck officers cyber risk perception in offshore 
operations. The categories within the model reflect the participants utterances together with the interpretation of what is affecting 
their cyber risk perception. The model indicates that deck officers’ cyber risk perception can be affected by a feeling of distance to
wards cyber risks, being more restricted in their working environment because of digitalization, and trust in their reliable cyber- 
physical systems and suppliers. 

Table 2 
Semi-structured interview guide.  

Theme Interview questions 

Onboard systems and vessel operations What kind of operations do you normally perform on your vessel? 
Have you gotten any new systems onboard lately? 
Do you feel that you understand the systems you use in daily operations? 
Do you feel confident in the use of these systems? 

Cyber risk What are you thinking about when I say cyber risks at sea? 
Experience with cyber incidents Can you tell me about a cyber incident you have experienced at work? 

Do you have any thoughts on what a cyber incident on your vessel might be? 
Have you heard about other vessels experiencing a cyber threat? 

Procedures and training In what way do you work with cyber security on board your vessel? 
What actions should be taken if a cyber incident occurs? 
How do you think other vessels and shipping companies work with cyber security? 

Crew/organisation/shipping company Do you find that your crew are concerned about how the onboard systems can be prone to cyber risks? 
How does the shipping company communicate with you about cyber security and potential cyber risks? 

Cyber risk in operation How do you experience the risk of a cyber incident occurring during an operation? 
Do you have any thoughts about what may affect your perception of cyber risks at work? 

Connectivity onboard In what way can you use your own devices onboard? 
Is the shipping company concerned about what is important for the crew in regards of access to the internet? 
Do you think there are any challenges associated with using your own devices on board?  

Table 3 
Translation from sub-categories to main category.  

Sub-categories Main category 

Limited cyber security training 
Knowledge of maritime cyber security 
Communication of cyber risks 
Trust in suppliers 

Trust in others for cyberdefence  
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3.1. Distance to cyber risks 

Findings from the interviews show that the deck officers believe they are not exposed to cyber risks at work. This can be related to 
no fatal experiences with cyber incidents, or it may be a result of having unrealistic optimism regarding their exposure to these risks. 
All participants described it as a feeling of being at a secure distance to cyber risks. 

3.1.1. No fatal experiences 
The interviewees describe their experiences with cyber incidents, related to IT-systems or loss of GPS-signals. All nine participants 

had experienced a cyber incident, but according to themselves, no incidents with fatal or serious consequences. They thought worst 
case scenarios have low, or no, risk of happening. Table 4 is highlighting the cyber incidents the participants have experience with, 
together with their reflections concerning risk and consequence. An emerging trend is that frequent cyber incidents are perceived to 
have few consequences, while cyber incidents with severe consequences are unlikely, or have very low risk of happening. 

3.1.2. Unrealistic optimism 
The participants believe the cyber risk is low towards the vessels they are sailing with. The main arguments for this were the 

geographical area their vessels are operating in, that vital systems are not connected to the internet, and that the officers feel it is 
difficult to understand that anyone would be interested in attacking their ship. As one of the deck officers uttered: 

Fig. 1. Contextual model of factors influencing deck officers cyber risk perception.  

Table 4 
Experienced and reflected upon cyber incidents.  

# Cyber incident Cause Consequence Respondents’ reflections 

2 Infection from USB-stick. Human error. Virus on onboard ECDIS. High risk of happening, but no serious 
consequence. 

4 Jamming of GPS-signals. Military activity or 
unknown. 

Loss of GPS-signal. High risk of happening, no serious 
consequence, but “annoying” in 
operations. 

1 Hardware failure in switch between DP- 
system and ECDIS causing denial of 
service. 

Two broken switches. Blackout on bridge. Serious consequence, but not perceived as 
a cyber incident. Described as a “digital 
incident”. 

9 Fake e-mails. Spam or social 
engineering. 

No consequences. Happens all the time. 

1 Hardware failure. Unknown. System failure on onboard steering 
machine. 

Serious consequences, but difficult to 
handle when you don’t know the cause. 

3 Loss of signal to onboard server. Unknown. Unstable internet or loss of access to 
onshore server. 

High risk of happening, but no impact on 
the operational activities. Affects the 
ability to do paperwork and external 
communication. 

3 Cyber incident waiting to happen during 
operation. 

No assessment of cyber 
risks in planning of 
complex offshore 
operations. 

Unprepared for cyber incidents 
during operations. 

Lack of awareness and training make the 
crew unprepared to handle a cyber 
incident. 

4 Imagined worst case scenarios, such as: 
hacked control systems or onboard units 
controlling pumps/valves, theft of 
personal information. 

Cyber-attacks towards 
onboard IT- or OT- 
systems. 

Loss of; control over vessel, personal 
information, position. Oil spill, 
financial loss and environmental 
damage. 

Worst case scenarios are described as 
something not worth considering and very 
low risk of happening.  

# Number of respondents. 
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“I have assessed the cyber risk to be low at the vessels I have sailed on. The activity is lower in the North Sea comparted to further down 
the continent, and we think cyber incidents is something that happens in the Gulf of Aden or around the Cape of Good Hope.” 

Further, it seems that their lack of experience with serious cyber risks makes it difficult to understand the possible motives for 
attacking vessels. Six of the interviewed officers said that they are not able to imagine the benefits of cyber-attacks towards vessels, and 
that their vessels are not interesting targets. 

“How interesting can it be for someone to hack into that specific vessel, and why bother to attack the computer system on a vessel? It’s 
like, you don’t think that someone will steal from your house either. Maybe we are a bit naïve in our thinking. We cannot quite imagine 
what they want with the DP-system on a supply vessel.” 

3.2. The reliable cyber-physical systems 

When dealing with cyber risks towards vessels, the participants described a difference between the onboard operational technology 
systems (OT-systems) and information technology systems (IT-systems). A clear trend was the impression of IT-systems as more prone 
to attacks than OT-systems. 

“The focus has been on attacks against IT-systems, and these systems are unbelievably more innocent versus an operational system. If 
there is an attack on the IT-system, it will not have any direct impact on the operation, other than that we have to handle the docu
mentation in a slightly different way.” 

This notion seems substantiated by the impression of OT-systems as safe because they are not necessarily online. This was an 
important aspect for all the officers, and several of them highlighted the importance of keeping the cyber-physical systems offline. 

“The simplest form for risk management would be to say that none of our operational systems should be connected to the internet or 
connected to the possibility of external communication in operations.” 

When talking about how important OT-systems are for the vessels operations, all the participants were very clear about having 
enough understanding to operate these systems in a safe manner. Most of them seemed more comfortable with the operational 
technology than the IT-systems. 

“I feel that I understand the systems I need for my daily work to keep the vessel and crew safe. It is all the other stuff that is only to satisfy 
the bureaucratic red tape our organization must use to get a job.” 

Even if the officers feel like they have control over the OT-systems, they also expressed a growing concern about the increase in 
online systems due to connectivity. This is further addressed in the next category. 

3.3. Internet of ships: more restricted flexibility 

In the last 20 years there has been a comprehensive digitalization in the offshore industry, and the deck officers feel this have 
changed their working environment and their relationship with the shipping office. It seems like they are experiencing an increased 
digital exposure and less self-governance at work. 

3.3.1. Increased digital exposure 
Digitalization is changing the working environment, and all the interviewees believe connectivity is making it difficult to know the 

status of their systems. Multiple of the officers expressed insecurity concerning how the onboard equipment are interconnected, and 
whether the different systems are exposed to cyber risks or not. 

“In the past, cyber risk was a non-problem because the equipment was not connected to the internet. Amongst other things, we now run 
monitoring on machinery and remote logging on the DP-system. Everything is online and streamed in some form of Big Data.” 

In addition, the participants experience that some of the new systems installed onboard are insufficiently developed. As an example, 
statistics presented from the monitoring systems are not reflecting the dynamic work environment offshore. Consequently, the officers 
are questioned by management about their fuel consumption when performing operations. 

“The digital world is not ideal, and there are some challenges. For example, that the tonnes of fuel we use vary with temperatures, and the 
system does not take this into account at all. Then the questions from management and customers come concerning why we have used so 
much fuel. Previously, this was not an issue. Now everything should be presented as statistics and referred to.” 

In addition, the officers believed the digitalization is creating more work for them in many situations, and especially when it comes 
to documentation. More than half of the interviewees told they must report the same information in more than three different places. 
This is mostly due to stakeholders having custom made systems, and that management does not get rid of the old ways of documenting 
when implementing new ones. 

“I feel like the digitalization is creating more work, and I think many people in my situation also feel that. If they only had removed some 
of the old ways of documenting. For example, if we load and unload bulk, it is completely hopeless. It must be written in the bulk log, the 
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captain’s log, on the whiteboard, in an excel sheet and in the loading program. It should be enough to write it down a couple of places and 
not five as it is now.” 

3.3.2. Less self-governance 
The increased digital exposure at work has made it possible for the shipping company to follow the vessels operations closely, and 

the officers implied that this gives them less independence in their everyday working life. One captain explained how monitoring of the 
vessel’s systems and performance affects the crew’s ability to handle situations by themselves: 

“I have a feeling that they really don’t trust us, and that we somehow are deprived of decisions that we previously could just make on our 
own. Now there is this guardianship that is watching over us. However, in many situations, we need to think quickly and just get it done. 
So everyday work is now more and more computerized and monitored.” 

Further, the officers emphasized how the feeling of surveillance is affecting their mindset offshore, and how the monitoring 
generates conflicts between the shipping office and the vessels. One of several examples is that all the interviewees described how the 
intention of fuel-saving is creating challenges in their relationship with the shipping office and the other shift on their vessel. 

“You feel like you have two eyes over your shoulder all the time. I think the intention is to handle it on an administrative level where you 
look at the vessels, not the captains. But of course, when they can log your fuel consumption and compare how much fuel you use in 
relation to the captain at home, then it can be a non-healthy competition.” 

It also seems like the feeling of being important for their employer may be impaired. More than half of the participants felt like they 
are just red numbers on a spreadsheet, and that management does not work in their favour. Another aspect described, is the belief that 
management wants to cut operational staff as much as they can because of increased automation. 

“They don’t give a damn. They see some red lines and some red numbers. I especially notice it with the shipping company I work for now. 
They are difficult. The crew on board are just some red numbers, that’s how we experience it.” 

3.4. Trust in others for cyber defence 

According to the participants, deck officers are operators and not technicians. They are educated in the operation of the vessels’ 
systems, not defending them against cyber risks. The officers described how they have limited training and knowledge about cyber 
security, and how they are dependent on suppliers for the security of the vessels systems. 

3.4.1. Limited knowledge and training 
All the interviewed deck officers emphasised having limited knowledge and training in cyber security. Three of the interviewees 

said they have received policies and procedures, but none of the officers had experience with training on cyber security scenarios. Two 
participants have conducted tabletop exercises, but without really knowing what to discuss. Most of them don’t believe they are able to 
handle cyber incidents. 

“We get more equipment online, but I am not sure how to handle it, because we need IT-knowledge that navigators don’t have. Is the 
system online so it can be hacked? What can we do to regain control? We have no idea about these things today.” 

Because of increased information from the shipping office, the officers believed they are more aware of cyber security issues now 
than before. They get more information on email, and everyone has completed an online course in information security. But the officers 
do not think these courses add any value, mainly because they focus on the information and communication systems and do not 
address operational systems or aspects. 

“We never think that we can be hacked, jammed or that systems can be taken over. There is always talk about physical attacks such as 
bomb threats or stowaways. There should be more lifelong learning about privacy and security, not just an online course you sneak 
through in an afternoon. Just answer some questions and you’re done.” 

Three of the participants described a difference between their own cyber security knowledge and the expectations from the IT- 
department. It seems like they experience a discrepancy between implementation of new technological solutions and onboard 
training. Multiple officers also experienced it difficult to communicate with their IT-departments. 

“Those who impose these solutions on us, they do not follow up with training. They probably have a bachelor’s degree and more within 
IT. We who went to vocational school did not get that, to put it mildly.” 

3.4.2. Depending on suppliers 
Because of the deck officers’ role as navigators and operators, the participants were clear on their dependence on technical support 

from suppliers if there is a problem with onboard systems. This seems to be a well-established way of solving problems, and the officers 
described this as a satisfactory arrangement. 

“We have technical support from suppliers on all our systems. Officially we should go via the shipping office, but we have such a low 
doorstep that we can contact the suppliers directly. We can get help from them with everything from the cranes to the DP-system.” 
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Even so, the participants had a notion that the shipping companies rely too much on their suppliers, as they often are responsible for 
both installation and maintenance of the onboard systems. The officers experienced that the suppliers are expected to have control over 
both the communication between the systems and the overall security. 

“You could say that bringing the chart machines online was crazy, but we trusted that the supplier was taking care of our security. At the 
same time, we were also guaranteed by a supplier that connecting the DP-system and the bridge systems was safe. But then there was a 
blackout, and a service technician found an incorrect programming. Then I thought this could happen anywhere.” 

4. Discussion 

To handle the increase in cyber risks and attack vectors towards the maritime transportation system, there is a need for under
standing cyber security on the premise of the humans operating in the maritime domain (Larsen and Lund, 2021, p. 144,902). Fig. 1 
gives an indication of factors that can influence deck officers’ perception of cyber risks, and this model can be used as a starting point 
for improving risk communication, decision support, training, and management within maritime cyber security. 

Previous research shows that people display optimistic bias in relation to cyber risks (Campbell et al., 2007; Haltinner et al., 2015), 
and the feeling of distance to cyber risks gives an impression of a discrepancy between the deck officers risk perception and the possible 
risk for experiencing a cyber incident (Weinstein et al., 2005). The lack of experience with fatal cyber incidents can also be linked to the 
availability heuristic, since there seems be a difference between the subjective risk perception and the objective number of cyber 
incidents associated with the specific threat (Siegrist and Árvai, 2020; Tversky and Kahneman, 1973). Because of this discrepancy, and 
the increase in cyber risks towards the maritime domain (Meland et al., 2021), it can call for more targeted policies for risk 
communication to emphasize how the onboard technology can affect the crew’s security and safety (de la Peña Zarzuelo, 2021). 

However, it is important to bear in mind the fact that people can feel less motivated to pay attention to risk communication or to 
take action to mitigate risk if they don’t feel at risk (Rhee et al., 2012; Siegrist and Árvai, 2020). It is important to consider what kind of 
cyber risk the communication and policies are targeting, since research shows that whether the risk in question is considered a personal 
or a general risk, can affect the demand for risk mitigation (Sjöberg, 2003). The difference in personal and general risks coincides with 
the notion that people’s judgement of demand for risk mitigation are mostly related to consequences and not to probabilities, and that 
people often judge personal risks as smaller than general risks (Roeser, 2012; Slovic, 1987). If the deck officers have difficulties seeing 
cyber risks as a source of harm, or having catastrophic potential, they may ignore the probability of a cyber incident occurring (Van 
Schaik et al., 2020). This can be substantiated with the statement that “security risks are harder to evaluate and more intractable than 
physical risks due to a general lack of metrics, awareness of security incidents, and inherent haptic feedback” (Garg and Camp, 2012, p. 
3278). 

An influencing factor in optimistic bias is the feeling of having control over threats and be able to prevent them from happening 
(Harris, 1996; Larsen and Lund, 2021). When the OT-systems onboard vessels are perceived as reliable, and the deck officers feel they 
understand and can operate the technology in a safe manner, it can enhance the feeling of controllability (Gabriel and Nyshadham, 
2008; Garg and Camp, 2015). To further substantiate this feeling, statistics show that the most frequent types of cyber incidents are 
happening towards shipping companies IT-systems, and there are less known cyber incidents where OT-systems have been affected 
(Meland et al., 2021). This makes the notion about IT-systems as more prone to cyber-attacks understandable. Even so, cyber incidents 
towards maritime OT-systems can have critical consequences, for both human safety, environmental aspects, and physical assets 
(McGillivary, 2018; Progoulakis et al., 2021). Because of this, the humans operating in the maritime domain should be prepared to deal 
with more severe cyber incidents. This can be done by providing the deck officers with domain-specific knowledge about cyber risks, 
and training in how to handle operational cyber incidents with potential severe consequences. One way of providing cyber security 
training is by use of maritime simulators, which can provide the deck officers with an arena to learn needed skills in a risk-free 
environment (Kim et al., 2021). 

The difference in cyber risk perception towards IT- and OT-systems can also be linked to the negative experiences with use of IT- 
systems. Often, digitalization creates more administrative work, and less flexibility, for the deck officers. This coincides with the 
conception that society may accept higher levels of risk with more beneficial activities, and tolerate higher risk levels for voluntary 
activities (Fischhoff et al., 1978; Van Schaik et al., 2017). Previous research shows that people tend to see high benefit of using in
formation technology in general (Frewer et al., 1998; Larsen and Lund, 2021), but in this context, it seems to be the opposite for the 
deck officers. They perceive parts of the digitalization measures implemented by the shipping companies in a negative way, and this 
can affect their perception of the benefits with the IT-systems used to enforce these measures. In addition, the experience of less 
self-governance can further reinforce this perception. Management should consider measures to improve the understanding of the 
underlying need for digitalization, together with more involvement of the maritime crew in decision making processes affecting their 
working life. Such measures should be implemented by a top-down approach, since management is vital in communicating the or
ganization’s need for technological development and holistic cyber security thinking (Parkin et al., 2021; Withman, 2019). 

As discussed earlier, the risk mitigation measures should benefit from a focus on increasing deck officers’ knowledge about 
maritime cyber security. The level of knowledge about the risks they are exposed to, affect their level of risk perception (Kostyuk and 
Wayne, 2021; Skotnes, 2015). Since the deck officers experience a lack of knowledge and limited training in cyber security, they 
should, according to previous research, perceive the risks of being exposed to cyber risks as high (De Smidt and Botzen, 2018; Larsen 
and Lund, 2021). However, it seems other factors, like the availability heuristic and optimistic bias, make the outcome inverse. 
Another factor enhancing this notion, might be the dependence on suppliers for overall security of onboard systems. The deck officers 
perception of cyber risks might be reduced if they believe the risks are known by their suppliers (Garg et al., 2014; Slovic, 1990). This 
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can be substantiated by research showing the importance of having trust in management, information providers and suppliers if people 
don’t have sufficient knowledge about the risks in question (Siegrist et al., 2000; Sjöberg, 2012). Thus, how trust affects cyber risk 
perception in the maritime domain, might be an important aspect for further research. This is also interesting because it seems there is 
a difference in trust towards management in shipping companies and the trust deck officers display towards their suppliers of tech
nology. Measures for increasing domain-specific knowledge and generating trust between management and offshore workers can 
target the experience of less self-governance and dependence on suppliers. 

The model of factors influencing deck officers cyber risk perception provides a guide for the ongoing work of developing targeted 
tools for cyber risk mitigation in the maritime domain. By explicating the categories within the model, it seems like shipping companies 
may benefit from implementing measures on different levels within their organization. Table 5 summarizes parts of the discussion and 
gives an overview of suggested mitigation measures based on the targeted categories within the model, together with suggested 
implementation level in shipping companies. We believe these measures will enable the decision makers in offshore operations to 
prevent and handle future cyber incidents, and in this way, reduce cyber-attack vectors and increase safety within the maritime 
transportation system. By use of the contextual model and the suggested mitigation measures in Table 5, offshore shipping companies 
can start developing company-specific measures to improve their cyber security on different levels in their organization. Even so, one 
important aspect to remember is that maritime companies are diverse, and each company should perform their own cyber risk as
sessments to establish the need for protection against cyber risks (Ben Farah et al., 2022; Kessler and Shepard, 2022). However, further 
validation of the suggested measures is necessary, to explore in what extent they contribute to enhanced maritime cyber risk 
perception and facilitate good security behaviour. 

4.1. Ethical considerations, methodological implications, and limitations 

To be an ethical researcher, Kara (2015) emphasizes the importance of thinking ethically in all phases of research projects. Within 
this project, ethical considerations were made before, and during, all phases of the research. In the planning phase, the study was 
reported to, and approved by, the Norwegian centre for research data (NSD). In this phase the whole study was carefully planned, and 
decisions regarding analysis method, sampling, information sheet to participants, written consent, and interview guide were made. 

“Researchers should take strategic action during the course of the research to ensure a research’s validity and reliability” (Corbin 
and Strauss, 2015, p. 343). In this study, the perspectives provided by Cresewell and Poth (J.W. 2018) and by Corbin and Strauss 
(2015) are partially adopted. The strategies within the researcher’s lens and the participant’s lens have been used to guide the vali
dation process. This includes “clarifying researcher bias or engaging in reflexivity” and “member checking” (J.W. Creswell and Poth, 
2018, p. 261). To address reliability, good-quality recording devices have been used, the data material was transcribed by the re
searchers themselves, and research transparency in the method section was pursued. 

A limitation in this study can be the small and homogenous sample (nine deck officers working offshore), which affect the 
development of the categories within the contextual model. One example of this can be the experience of optimistic bias related to the 
geographical area the interviewed officers worked in. If the interviewees worked in other areas, like the Gulf of Aden or around the 
Cape of Good Hope, it is reasonable to believe they would express themselves differently. But rather than representing a population, 
CCA is concept driven and seeks to investigate categories in depth (Corbin and Strauss, 2015). Thus, using CCA allowed for the in-depth 
analysis of the subjective perception of maritime cyber risks, focusing on the deck officers’ experience in a specific context. Even so, 
there might be other factors relevant to explain cyber risk perception which this study did not reveal, and the model presented in this 
paper is not exhaustive. 

The qualitative study presented in this paper investigates deck officers’ perception of cyber risks in offshore operations, with the 
underlying theoretical epistemology that risk in essence is subjective and that notions of risk are therefore relative (Renn, 2004; 
Roeser, 2012; Slovic, 1987). Even so, with the increasing focus on risk management and the reliance on technology and human 
decision-making systems to predict the future, there is a significant debate about the concept of risk (Manuel and Ghana, 2017, p. 22). 
Some scholars argue for the positivistic belief that risk is objective, determinable and quantifiable (Renn, 1992). This notion leads to 
the discussion about real risk versus perceived risk (Spencer, 2016), which is not within the scope of this paper. However, the concept 
of risk is an important aspect of how risk management processes are understood and implemented to handle the future. 

5. Conclusion 

Understanding factors influencing the perception of specific risks is important in the work of developing targeted measures for 
cyber risk mitigation. In this paper a contextual model of deck officers cyber risk perception is presented and discussed, with the 
purpose of giving recommendations on implementation of such mitigation measures. The categories indicate that there are several 
possible explanations and relations between the different factors, which also coincides with the complex nature of peoples’ perception 
of cyber risks in different contexts (Larsen and Lund, 2021). This model can be used as a point of departure for further studies to 
discover additional nuances and factors affecting decision makers cyber risk perception in the maritime domain. And while gener
alization of findings is not a goal in qualitative research, taking a quantitative approach to explore the factor relationship between the 
categories in the contextual model, could contribute to a wider understanding of the topic. Further investigations on how to oper
ationalize maritime cyber risks for training on severe cyber incidents could be beneficial, and to consider how use of maritime sim
ulators can enhance the cyber security training of decisionmakers in offshore operations. Regardless, we encourage future work to 
consider the human aspect of maritime cyber security, to enable decision makers to deal with the potential severe cyber incidents 
within the maritime transportation system. 
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