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Abstract

This thesisaimsto examineand interpretthe importance of weather variablas predictcs for
demand inthe Norwegiaralpine skiingindustryy. A specific skiing facility hagprovideda unique
data setcontainingther daily sales data frorthe winter seasons @014/2A5 to 2019/20Q. The
sales dat#& used in combination withimulatedveather forecast data develop inear regression
forecasimodels The predictive performance of theodelsis compared statistically tanalyse the
importance of weather variables for predictive accurddye main findingsshow that the
importance otemperature, snow depth apikcipitationfor predictive purposes is loveasonal
variables such asday ofthe weekand publicholidays, appeargo be ofgreaterimportanceas
predictors of demand.he authorgind no statistically significant improvement in the predictive

ability of models with weather variables compared to models without.
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Introduction

1 Introduction

Demand in the alpine skiingndustry exhibits strong variations, with big seasonal fluctuations
(Malasevska, 2017Alpine skiing facilities usuallyace increased demand duriwgekendsnd
demand peaks ablidays while activitytypically is low in the early and late seasémaddition,
weather can be an important predictor of demdad weathematurally makesskiing less
enjoyable leadingcustomergo postponehe visitor seekother activities Good weatheron the
other handgcanattractmorecustomers to the slop#isan otherwiseldeal weather conditions for
visitorsaregenerallycharacterized bwg fine balancef little precipitation but still with sufficient
snow depthandsunwith clear skes, yet not with temperaturgthat will eithermelt the snowor

be too coldfor people to stay out irA thoroughunderstandingf the variables that influence

demand for alpine skiing lifpasss iscrucial for facilities operating in the industry

This thesis aim$o get a better understandingwéather as a predictor for demand in the alpine
skiing industry.The focus will beon the importance of weather variables for predictive accuracy.
Producing accurate forecasts is hareluiing statistical models with egbated parameters
(Diebold, 2017, p. 14)

Our researchvill contribute to the iPaaSki projedh whichthe main objective is t@reate value

in the alpine skiing industry by developing and implementing new and innovative pricing schemes
(iPaaSki, n.d.)The aim of this thesis is not concerned witynamicpricing per se but with
developng modelsthat can be usedis anoperational planning tooby the facilities or by
academicsThe contribution is thus both practical and theoretipedviding moded of practical
usealong witha deeper understandingtberole of weather for predictive accuraaythe alpine

skiing industry
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Introduction

1.1 The Norwegian downhill skiing market andweather climate

Norway can offer over two hundred alpine skiing facilities

ngmy in which the majority are small and mediusized with
s merely one or two ski lifts(Norske alpinanlegg og
fielldestinasjoner, n.d.)The spatial distributiorof all the
facilities in Norway gathered from(Ski Info, 2021) are
displayed inthemapin Figure 1 Overhalf of the facilities
are locatedn Eastern Norway, where all of the facilities in

SWEDEN the iPaaSki project are also located.

According to statistics, there have beaegisteredsome

Middle Norway

O7.(\l"/n . . . o g
M decreased popularity in skiing activitiesthe last decade
: Eastern Norway .
2.28%( ) (Dalen & Gram, 2020; Tuv, 2019)Vhile thereason could
festern Norwa, ( 52.712%) . . . .
= be related t@adecline innaturalsnowin the last seasonsg
Southern Norway StockHoMm
2.61% could also be due teharges indemographielementsor

Figurel: Distribution of skng facilitiesby regior - narhapgncreasedompetition withinternational facilities

The adult customer group is seen as one of the most important customer groups, ampan ag
population could therefore be of relevant significafme future developmestin the market
(Vanat, 2020). There have furthermore been found that skimgst popular amongst those with
higher educatiofDalen & Gram, 2020)This can further be linked to the cabin market, as people
investing in secondary property usually have a higher income, possibly due to higher education.
Along with a growing cabin mdeet, one can also expect an increase in the demand for alpine

skiing activities, seeing that the cabin owners often buy them to gain access to alpine facilities.

From an industry report of the alpine industry in Norvediythe winter seasoonf 2018/19 the
season ended with &3decrease from tharevious seasoqtefore experiencingn increase the
early season of 2019/ZBIpinanleggenes Landsforening, n.dr)other words, it seeniike some
fluctuationsfrom season to season in the industrg normal. Therehavehoweverbeensome
challengesin terms of less natalsnow, varying weatheand heatwaves in certain locatipgst
with upswings indemandduring the holidays,especially around Easter (Alpinanleggenes

Landsforening, n.d.)
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Introduction

In recent reportsthe average temperature in Norwagintsto an increasng tendencyandthe
Inland region was pointed out to be one of the warmest ardélas countrywith a deviation of 7
8°C above normah thewinterseason of 2019/2@rinde et al., 2020 herehavealso been gns
of a significant increase in precipitatiom general but the Inlandareaon the other hand,
experiencd a decreasehaving the lowestamount of precipitation nationwidduring the same
seasonincreased temperature and less precipitation could leatiaibengeswith lessnatural
snow Seeing that the majority of the alpine skiing facilities are small and mesiaed,a lackof
natural snowcould have aignificantimpact on the industrjeven if the facilities havaccess to
theneeded resourcesnow production is complexprocesseedingdistinctcircumstances to be
fulfilled (Kulturdepartementet, 2011The consequencesf low snow depthfor the resourceful
facilities could therefore be just Aadasany other facility as long as tieeded circumstances
are crippledlf there is a need for snoproductionin the first placechances are th@dimatedoes

notgrantthe desired conditiorfer makingsnowof high quality.

1.2 Research question

The importance of seasonal variablasch asiolidays andlay of the weekpn demand for alpine
skiing, is wellFdocumented in the literatur&dditionally, thecharacteristicef consumes and the
individual skiing facilities influence demaras well These characteristics can range from real
income, level of skiing proficiency, number of slopmsd accessibilityTheimportanceof weather
variabless, howevermore debatedThere are nuerous studies concernitige effectof weather

on demand foralpine skiing, but theyare spread in terms of geography, time units used,
aggregation leveJsand measurements of the skier demand,ingak hard to compare and draw
concrete conclusions (Falk & Vieru, 201¥Whereas somestudiesfind weather to be statistically
significant for demand, others claim that the effects are small, and outperformethdry

predictorgMalasevska et al., 2017)

This thesis aims to provide a better understandinthefmportance of weathas a predictor of

demandTo achievethis goal, the thesiwill examine the following researafuestion

How important isweather as a predictor fathe demandfor ski lift passe in the alpine skiing
industry?
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Introduction

The research question will be addressediglysinghistorical sales data from an alpisking
facility, in combination with weather forecast datéachinelearning will be utilized to develop
predictive moded, in which some models include both seasonal and weather variables, while
othes only contain seasonal vari@sl These are ompared using the DiebeMariano test to
determine if there is any statistically significant difference in the predictive accuracy of models
with and without weather variables analysethe importance of weather variables as a predictor

of demand.

We hypothesize that adding wieat forecast data to a predictive model will enhance its predictive
performance. Customers plan their behaxji@specially recreational activities such as alpine
skiing, an activity that most people do not have in their immediate environ8e#ihg as dl
weathertypically decreasedemandweather forecast could lead to more accurate predictions by
controlling forthe effect of weathetOn the other handhe weather could prove to only be an
important predictor when the weather is extreme, meaningvesgther within the normal range is

of little importance for predictive accuracy. It could also be possibl¢htbanportance of weather

is so small compared tiher factors such agasonal variables ththey do noyield more accurate

predictions.

1.3 The alpine skiing facility

One of thealpineskiing facilities in theiPaaSki projecprovided us with raw da and is located
in the Inland regionThe facilitywill remain anonymous amdll hereby banostlyreferred to as
the facility. This facility gave access tata withatime horizonof almost6 full seasonsSome of
the sourcesised to gather information about flaeility will revealthelocation anchame anabill
therefore not be disclosethe main sources are however their websiteiiodmation they have
provided directly.

The facility distinguishesbetweena high- and a lowseasonwith prices adjusted accordingly
being lower in the low seasoncompared withthe high season. Thigs a type of pricing
differentiationintended to draw more visitodairing theow seasonnot onlybecause loweqprices
will increase demand, but also because somkftskare closed due to lack of sn@md reduced
usageThe visitors thereforereceive lessaluein thelow season than in tHagh seasonyhich
should beeflectedin the price Thehigh seasoris setbetweerDecembe26™ andthe last day of

Easterwhich varesfrom late March till lateApril, while the low seasomcludes the remaining
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Introduction

periods beingbeforeDecembeR6™ and aftelEaster Seeing that the season usually startsiid
November and ersdsoon after Easter, the low season is very stmrtpared to th@igh season
In the early seas, the facility is only open at weekends, amal days with bad weathethey
sometimeslecide tokeep closedWith fluctuations in weathewisitors cancheck theconditions
through a web camera on tfaeilityd s  w ewvitls added information concerning temperature,

wind, sun, precipitationetc.

The alpine facilityis of largersize andhas stated that they are well equipped with resources to
cover snow productianThey also cooperag with anotherskiing facility neaby, offering more
challenging slopesandski lift pasgsbought on either of tisefacilities canthusbe used at both
locations.By cooperatingthey can provide a broader servioghich could affect the demand
positively. The nearby facility has suffered fropevere losses irevenue, resulting ihaving to
closeone of theski-lifts a couple of yearback It was here pointed talack of natural snow and
snow production machines of their own, which indicate that even though the two facilities share

ski lift passs, they do not share resources.

Along with the facilities,other complementary servicese offered in thenearby areaThis
includesmany different winter activities, such akiing schoal snowmobile,snow rafting, ice
fishing, dog sleding, and winter expedition. In additiothere is a climbing parka shooting
simulator,and one could also attendfestivals,go onmountain trips, basdleigh andmuchmore

but thesdatteractivitiesaremainly available in the summer when theirsifacilities are closed
Thealpine facility itselfhas notmade any efforts of attracting visitors other titlaoughordinary

marketing, but theomplementaractivities couldaffect demangnonetheless.

1.4 Delimitation

There arenumerousalpine skiingfacilities, bothdomesticand international, stherehad tobe set
a limit to what research objective® include inthis study. A naturalfocus was alpine skiing
facilities in Norway. The assumptionis, however,that demand for alpine ski lifpasse is
influencedby the samaypes ofvariables across countries, libhere could very well be national
differences especially with regards to the weath&urther delimitation was madeased on
availability, aswve ended up using thaw dateof only onefacility in the IPaaSki projecLimiting
the number ofacilitiesto one allowed us to generalize our results acrossetimstead of across

facilities.
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Introduction

Becauselte demand for alpine skiinuctuatesthroughout the seaspwe narrowedur focus
furtherby type ofpassand type of customer grouphe day pasgeswere useexclusively leaving
outotherlift passe such aseasongbassefor alongerperiodor just a fewhours We foundthat

day passewere most popular arttiereforebelieved they wouldlo a bettefjob of capturing the
fluctuations in demanthan other types opasse. Within the daypass category, éne was also an
abundant number of different customer groupsyhich many overlapped one anotherveas not
consistentover the different seasan¥he customer group of adults seemed to be the most
consistentin the dataset andistorically animportant customer groupandthe researctwas

thereforefurther limited to this customer group.
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Theoretical framework

2 Theoretical framework

This thesis airs to provide a better understanding of predictors of denfandki lift passs in
Norway. It is driven by the theoretical foundation that already exists iritdr@ture andwill

thereforebe given an introduction to the theoretical framewdhe thesisis basedn. To begin
with, a brief chapter otheearlier finding of demand for alpine skig activitieswill be provided
to help situate the reader in the context of alpine skiing demdanohtroduction to demanend
supplytheorywill then follow beforethe theoretical framework is concluded wstbmetheory of

machine learning

2.1 Earlier findings of demand for alpine skiing activities

When it comes tthe effectweatherhason demand in the alpirskiing industry, thereare some
differing conclusions Several additional factors are mentioned to be of importance when
forecasting the demanfdr alpine skingandther e | i es a chall enge

perceptions and reactions to anticipate potential shifts in the dgi@ésdling et al., 2012)

Results from researcbovered by Shih et al. (2009) suggest that weather variables such as

temperature, snow deptind wind chill have a statistically significant impactsates ofilownhill
ski lift passesTheauthorsdid, howeverfind that day of the week and holidays hdve geatest

impact on thealemand in the United Statéd/eatherfurthermoretends to have less of an impact

n

on the demand for skiing when observed over a longer period, such as over a whole winter season

(Falk & Vieru, 2017). It will therefore be relevant to consider the data frequencies being used

(Gbébmez Martin, 2005A study from FRomaniauses the same methoals Shih et al. (2009), being
multiple linear regression, only with yearly data frequency rather than that of idaibncluded
with temperature and tourism having a negative relationahipugh variablesuch as day of the
week and holidayvere notaccounted foin this researcfiSurugiu et al., 2010}-alk (2013)found
that winter tourism demarnid indeedsignificantly related tovariousweather conditionshowever
with an emphasis on étrelationshig being of minor significancelhis could indicate that other
variablesmight be ofgreatenimportancethanthe weather also in the research &urugiu et al.

(2010) although nobeingreported due tthemmissingfrom the analysis.

Other tharweather variablesgfative pricesandreal incomearesignificant determinants of the

number of skier visitors in the long rufihe change of relative prices has the largest impact on
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winter tourism demand, followeby real income and lastly snow depRalk, 2015) It is also

argued that the demand for alpine skiing is dependent on factors such as the physical characteristics
of the sking facility, i ndividual 6s skiing ability, cost
as weather conditionéVialasevska et al.2017). Related tocost and budgetdilolmgren and
McCracken (2014) found that in Utah, when all skiers had access to seviegfasilities with

similar snow density and weatheéhe majoritychose from thdacilities closest to the airport.
Avalilability and transportation costs was likely a significant factor in this ¢dseever, Falk

(2013)found that tle effectof travel costavasbiggerfor foreign tourists thafor domestic

Many factorsthat contributdo the increase of demarae not possible to contrddut by being
attentiveto them, numerous measuresan betakento make advantageof it. Holmgren &
McCracken (2014¢ncouragéacilitiesto aid in theincreag ofdemand by differentiating through
expanding, making improvements such as faster chairlifts, snow parks, snowmaking nauhines

increased lodging opportunities.

2.2 Demand and supply

2.2.1 The basics of supply and demand

In microeconomic theory, a market is comprised of consumers and producers. The producers
produce and offer a commodity or a service, and the consumers consume the commaodity or service.
The demand and supply in a market can be illustrated by the demasidpgohy curves, as shown

in Error! Reference source not foundbelow,in whichquantity marks the-axis and price marks

the yaxis. The market is said to be in equilibrium whiea tlemand for a commaodity or service
equals the supply of that commodity or serieendyck & Rubinfeld, 2018, p. 25Yhis can be

found where the two curves intersect, and the corresponding quantity and price is called the

equilibrium, or marketlearing quantity,and price.
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The demand curveepresentghe relationship between
the quantity of a good that consumere willing to P

buy and the price of the gogRindyck & Rubinfeld,

2018, p. 23) The demand curve has a negative slo
P1

indicating a negative relationship between price ¢ |  / § T marker

Equilibrium

guantity,whenthe price drops, the consumed quant

increases. The supply curve, on the other hand, h

positive slope, meaning that the relationship betw

. . . - . 1
price and quantity is positive. As the market pricc & =
Figure2: Market equilibrium (Pindyck & Rubinfeld, 201¢

increases, the producers are willing to sell more uniw.

Price is an important mediating varialmeany marketandit represents the contradictory desires
of consumers and produseConsumersvant alow price to consume big quantities of a gpod
while producers ant the price to be high to produbey quantities. Both sideactively use
whateverpower theyinhabitto influence theprice in the desired direction. Customers can, for
instanceshift to substitute goodsi$ they areunsatisfiedvith the price/quality ratiof a commodity
while many producers engage in prisars andoffer discounts to attract customers and gain

marketshare.

The relationship between price and consumption quantity isestblished in the literature, but
various other variablasfluence supply and demand, both at the market level and at the local level.
At the market level, big macroeconomic fastosuch as economic growth and unemployment
rates, heavily influences both supply and dem@halden, 2016, p. 88)The supply side is also
influenced by regulations set in place by governments, costs, and technology, to name a few. The
demand side can befluenced by income levels, price of substitutions, and weather. The list of
influencing factors is of course much longer, and it usually varies to some extent between markets.
Supply and demand are also influenced by local factors, such as local cegutatd availability,

and factors that are specific for individual suppl@rsonsumersDemand for alpine ski lifpasss

at a specific facility woulah light of this most likely, increase if the facility increased the number

of slopes or theaumber of compimentary activities.

Markets are not necessarily alwaysequilibrium, and there are marpotentialreasons why.

External shocks to a specific industyan entire economy can, for instance, shift the demand or
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the supply cure. The directiorandthesize of the shift depend avhetherthe shock is positive or
negative Over time the market mechanisaisocalled the invisible handyill move themarket
towards equilibriumat least in a completely free and unregulated m#&8«atth, 2008) This is a
slow process and explains why big shocks on the economy, such as thel@avisisor the
financial crisis of 2008have longlasting effects on GDPunemployment, and currencin
understanding of these principiekey tounderstanding how markets functiand how they may

recover fromexternal shocks

2.2.2 Individual versus market demand

There is acritical distinctionto bemadebetween the individual demand curve and the market
demand curve. The individual demand curvéhis demand function of one consumer and will
vary from person to persort the individual level,consumes can be modéed as if being
ultimately interested inmaximizing their utiity. This utility can stem froomumeroussources,
ranging fromleisure activities such as alpine skiingeading or going to aconcert, tothe
consumption ofmore physical products, such @ating foodor buying new clothesThe utility
individuals gain from different products @ctivities is highly variable, depending otheir
individual preference¢Pindyck & Rubinfeld, 2018, p. 79950me may favar skiing over reading

a book, while othexwould much rather spend resources on going to a cormgardlessf their
disposition towards different sources of utility, the gamlalways to maximizehe utility.
Consumersre, however, restricted lopdget and timeonstraintswhich measthat they have to
prioritize theconsumption ofjoods or activities they believe will bring the most uti(iBalk &
Vieru, 2017) The market demand curve, time other hand, is the aggregated demandll

individuals thus representinipe total quality demanded by all consumers.

We alsoneed to draw the line between tharketdemandunctionand a price response function

(PRF). While thef i r st represents the entire mar ket os
describes howlemandchangegor a single produces the single producehargedlifferent prices

(Haugom, 2015, p. 54Yhe market demand function represents changes in demand at the market
level, while the PRF represents changesindensahd t he i ndi vi dilhsisapr oduc
important distinction becaudevo companiescompeting in the same market can face déffe

priceresponse functiond'he difference in PRFs can stem freeveralfactors, includinghow
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effective any markeing campaignsare how the customeperceivesthe quality the different

companies deliver, and locati@Malasevska, 2017)

2.3 Machine learning

To be able to make accurate predictiseveral factors of significanceedto be considered. Not

to mention the complexity of the data itself, we are met with great amounts of information that is
not necessarily structured. With thdgef machine learningt could enablghe uncovemg as

well as interpreation ofvaluable underlying patterns that otherwise would be difficult to unveil
with our bare mind€Edwards2018)putsit in short, explaining that machine learning is a tool for
turning information into knowledgén addition toassising in revealingthe relevantesults it can
alsouncoverthe underlyingétterrs, providinga deeper understandingthe problenby working

its way through a learning processtthance its performance.

Depending on the desired outcome, machine learning can be applied through different forms of
learning.While supervised machine learning uses both established inputs and outputs to predict
something new, unsupervised learning has no outputldaténg the algorithm with no guidelines
(James et al., 2013, p. 26Yith unsupervised learning, the problem is typically less defined than

in supervised learning, which can expose relevant patterns that would otherwise have remained
undetected. In somases, a combination of these learning methods could address the issue better,
with a small part of ladéed databeingmerged with a largenlabelleddataseto enforce semi
supervised learnin(Edwards, 2018)This could be useful when a certain biasdsiged, but still
leaving the possibility for new discoveries op@nmore complex type of machine learninges
rewards and punishmenitsrough reinforced learningp generatalesiredbehaviarrs. Although

most problemgall into the supervised and unsupervised learntagegoriessemisupervised as

well as reinforced learning have besrie toprodue someemarkable reswudt Within the domain

of supervisedearning several classicatatistical learning methodsperate, such dgear and

logistic regressionGAM, boosting and support vector machiné¥ith unsupervised learningn

the other handhaving no output data to supervise the analgdieer statistical learning methods

are needegdsuch as clusterinfgr instancgJames et al., 2013, p. 27)

2.3.1 The no free lunch theorem
There are many different algorithms to choose from when approaching a problem, and seldom one

superior algorithmThe theorem oho free lunchs highly acclaimed in machine learninghich
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states that no one single algorithm is universally thefe$drming algorithm for all problems
(James et al., 2013, p. 29he idea behind this theorem is that all machine learning algorithms
are based on a priori assumptions, and the performanamactane learning algorithm is highly
dependent on how well these assumptions align with re@iigvuduru, 202Q) Choosing an
algorithm also means choosing a set of assumptiegarding the problem situatioff. the
assumptions are wadligned, the modederformance will be good, but if thare misaligned, the
model will not perform well. A model can thus perform well on a problanwhich the
assumptions hold up, butdre is no guaranteghe model will perform well under other
circumstancesasthe a priori assumptions may not wofilhe price paid for lunch is thus the
limiting assumptionsaccompanying an algorithm, whichmplifies reality and fail in certain
situations The choice of the better model is dependent ongbkearch problem and the size and
structure of the data at hand, and the best performing algorithm is often revealeth fhiain old
trial and errof(Seif, 2021)

2.3.2 The biasvariance trade-off

The goal of prediction models is to gain an estimation tratighes the best possibl®recastof

the unseen test sat,whichthe training set is only used to discover the patterns that help establish
a method for this purpos€or the error in the test to be as low as possible, a statistical learning
method is needed to achieve both low variance and low bias at the sam#atimes et al., 2013,

p. 34) Low variancedoes howevecome at the expense of high bias, and vice vaisa goal is

thereforeto find a good balance between the two.

Bias refersto errors that will follow when working with redife problems Seeing that not all
information can be accounted for in complicated issues, simple models typically cause a
misrepresentation in terms of bias, as a consequence of simplifying the relatioviahgsce can

be explained as the variability of values préglicby a model across different possible training
sets(James et al., 2013yVhen themo d ecbnipkexity is highit canlead tohigh variance by
having anoverfocuson everypart ofthe training setLogistic and linear regression are typical
examples oimpler models that tend to have more biakile more complex models such as
neural networkgend to overfit thus resulting in high varianc&@oo much variancer biascan

cause the predictiorts fit the data set toavell or too poorly, which is referred to as overfitting

and underfittingUnderfitted models suffer from high bias, while overfitted models usiesly
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to high varianceThe best models for a givgmoblem areherdore to be placedomewhere in the
middle of the two extremesf bias and varianc@avuduru, 202Q)This balance is whate refer

to as the biasvariancetradeoff.

Undertiting Justright Overtting Models affected by high bias do not fit the

\ training data well, leading ®@particularhigh
g error on test dataWhen applying the new

knowledge gathered from the dataset, the

avoid unusual datapoints being overly

training data in the machine learnipgpcess
needs to be as generalized as possible to

accounted for whilealso making sure

Deep learnin 9 ———
illustration

significant patterns are not being ignored

ot w (Edwards, 2018) Whereashigh variance
Figure3: Underfitting andoverfitting (Amidi & Amidi, 2018) overfocuses on the datmintsby including
outliers and data not relevant to the pattern due to failure of generalizing thhiglataiascan
miss important underlying patterbg generalizing the data too mudy having a certain degree
of both bias and variance, they can collectiv@lakea model that follows the trends better and
thus gains validation thegmore realistic when applied to new dd&g.including more data and/or
regularizationit can helpstabilize high variancewhile possible ways to combétgh biasinclude
increasing the model 6s cootriping¢he mddel longdAcidii&n g
Amidi, 2018) An increase of the model complexitioesreduce the biast the expense of
increasing the variancend vice versaHowever,with the biasvariancetradeoff in mind, the
disadvantages of each occurrerar®@ madeas low as possibléo produce the best model

complexity and thughelowest total error.

2.3.3 Time series

Time seriedforecastings an example omachine learningh whichthedata isused to track events
or measures that at@ beobservedind aggregated over tinfleai, 2020).To forecast futurgalues
of the time serieghedynamic relationships ithepast or present dashouldbe representative of
the future However, geing that structural changmtternscan beof either gradual or abrupt

characterthis is not always the casgiebold, 2017) Trend, seasonal and cyclic patteare
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mentioned to balifferent types of time series patterfidyndman andAthanasopoulys2018)
When therds discovereckithera longterm increase or decreasetire datalinear or not, it is
referred to as a trentf. the pattern from the datappears tde affected by seasonal factors, like
theday of the week or time of the yedrindicatesa seasonal patteriVhenno indicaion of any
fixed frequent@sexiss, butthe time series dasdill display goattern it goes under the term cyclic
pattern(Hyndman & Athanasopoulus, 201&netype oftime series pattern does not necessarily
exclude another, buthen it comes to choosing a forecasting methiod important to be aware
of which patternone is working with to find a method that is capable apprehendinghe

underlyingpatternsandthereaftermore likelygenerate aeliable result.

When evaluating forecast accuraityis common to separate the data i@ parts,havingone
larger par{often 7®6-80%) for trainingdataanda smaller par{often 206-30%) for testingdata.
The size of the two parts does however depend oretiggh of the sample anithe desired
forecasing scopeThemodel ismadebased on th&aining datain whichthe goal is to estimate
parameters of torecastingnethodbeforeusing iton the test data tassess how weill perforns
onnew, though similadata(Hyndman & Athanasopoulus, 2018) some situations, the available
data may bdéimited, renderingthe datasizetoo smallto make a reliable forecasting moalthe
given point intime. Time series crosgalidationis a way to useurrentdata topredictfuturedata
onestepat a time Figure4 visualizethis principle in whichthe blue observatiorerethe training
setand thered form the test setlowever, wherthetraining sets small theearliestobservations
are not considered test sets due to unreliabiliyter forecasting for the later data points, the
accuracys checkedwhen the training set is large enoudgfore the samrecasted data points
are added into the next training data3éiis can be seen asossvalidation on a rolling basisn
whichthe forecasted data is being used to foreftadierdatapoints thus rolling forward in time

(Hyndman & Athanasopoulus, 2018)
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Figure4: Time series crosalidation(Hyndman & Athanasopoulus, 2018)
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When monitoring currentdata tobe used in time serige& is more probableo detectrelevant
patterns effectivelyvhenthe periodin the time series inger,thusbeingmore difficult in short
time seriegKirshners & Borisov, 2012)Vhen the time series is shorter, it can resudtrimtrary
factorsor outliersbecomingseeminglysignificantandfurthermake the resultdckcredibility. To
secure credible resulfsom time seriesit is essential tensure thentegrity of thedatabeing
studied(Kirshners & Borisov, 2012)or instancetemperature from day to day usuallyedmot
differ very much,meaningthe temperaturen January2"® can be highly correlated tathat on
January T while comparingtemperature oé date in Joewill notlikely be as correlated with

date inJanuary.

2.3.4 Fourier series

Fourier series can be used whradellingseasonality, especially for seasons thhibit a long

seasonal period (Hyndman & Athanasopoulus, 200i@)era (2021) explains thdtt he Four i e
Series is simply a long, intimidating function that breaks damyperiodic function into a simple

seriesd si ne and Thie seiies @& sing and eosirte waves converts a signal from the

time domain to the frequency domain and this converted signal can be used to model seasonality.
Other methods, such as ARIMA, are better suited for data with stsmésonal periods, for

example hours in a day, or days in a mghitiindman, n.d.)The seasonality of our data stretches

over a considerably longer period, with daily observations over a pergxlmbnths. With time

series data, such as the one we are using iresearchthere will be a considerable withyear

seasonal cycle, and Fourier termsaed-suitedfor modellingthese.

When using a Fouer series, one must determine how many Fourier terms to use. An increase in

one term two terms

the number of terms leads to a betteidfthe data, as it allows : |

for greatefrflexibility within a season. It naturally follows tha

too highanumber of Fourier terms can lead to overfitting t

2
1
0
1
2

5 10 15 L] 5 10 15

data, while too few terms can lead to underfitting. T 2' three torms four terms

1

inherenttradeoff between variance and biadso applies ‘|

when setting the numbef Fourier terms, which needs to [ - '

considered when used for modelling. Allowing a grejf.

. . . Figure5: Fourier terms (Bower, n.d)
number of Fourier terms will lead to low bias at the expe

10 15 0 5 10
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of high varianceand vce vesa. As always, finding a good balance between the two isdiege

bothoverfitting andunderfitting causes problems.

2.3.5 Regression analysis

Regression is as mentieda type of supervised learnimgth a numeric output that is usefuhen
predictingnumerousndependent variablesuch asemperature for a given ygprobability of an
event and much morgEdwards, 2018)There are many different ways to usegression
depending on the goahdbr thedatg andsomeapproaches relevanttioisresearchwill be further

addressed

2.3.5.1 Linear regression

One of the masbasic approactsas simple linearegressiorconcernsa single predictor variable
X beingused as a base to predict a qilative responsen Y (James et al., 2013, p. 6I)his
approach assumesathX and Ycanbe expresed bya relatively linearrelationship.The linear
relationship can be writtemathematicallyas shown belown whichbo andb: arethe coefficients

that represertheintercept and slope termespectively
Y © bo + biX

The coefficients and the-yalue that theegression analysis provislewill help in interpreing
whetherthe relationship arestatistically significanias well aghe nature of the relationship(s)
While the coefficientsdescribe the mathematicedlationshipbetween the dependerdand the
independent variabléhe pvaluefor these coefficientseveas if these relationships are indeed

statistically significanat a giversignificanceevel (Frost, 2017).

Beforetesting relationshipasinglinearregressiontherewill be a null hypothesigHo) claiming
that theindependent variableto not correlate witthedependentariable To determinewvhether
this is trueor not the p-valueof each independent variabkeused tatestHo. The pvalue has to
beless than or equal to the significance lg¢eallaim a relationshipetween independent variables
and the dependent varialded thusrejectHo with a high degree ofcertainty The significarce
level canvary depending on how much evidenmeerequiresbefore rejectinddo. The lower the
significarce level, the more evidenads required from the dataA significarce level of 0.05is
typically used, whichmeans thathere is a 5% risk of rejectinblo, thus concluding that a
correlation exig when it does nofFrost, 2017) This does on the other hanteanthat we can

Candidate 103 & 105 Pagel6 of 86



Theoretical framework

with 95% certaintyclaim that there is a correlation, whighfairly goododds If the pvalue is
greater tharthe significame level, there is not enough evidence in the sample to conchate
thereis a correlationHowever, this does not meéfis true,but merelythat it cannot be rejected.
Ho can never be proven, only disprovaithen dealing with several independent variablas
comma practice isto remo\e variables that are not statistically significanotkeep them from
reducing the (fFooste20ld)Hyngnmarg2011¥xdoas mowevediscredit this,
claimingthat statistical testare not made to select variables but to test hypothieskesecasting,
it is possible for an insignificant coefficient associated with a variablee useful as it is also

possible for a significantariableto bebetteromitted

Linear regression modelsethe ordinary least squares (OLS) approach to calculate the eerffic
estimates from the data sample (Oleszak, 20099 goal is to estimate the parameters in a way
that minimizes the sum of squared residulilsear regression models aaeelatively inflexible
approach, as it only generategar functionsThey usually have higher bias than variance, which
makes them prone to underfitting the d@tames et al., 2013, p. 39)he main source of error
from linear regression models is tefare not its sensitivity to small variations in the training data

but stem from the prior assumptions in the model being misaligned with reality (Mavuduru, 2020).

2.3.5.2 Ridge regression

Regularization is an extension of the linear model framework, and a taehtogcombat
overfitting a model. Specifically, linear regression operates by selecting coefficients for every
independent variable that seeks to minimize a loss function, and since large coefficients can cause
overfitting, regularizations used tomodify the loss functioy penalizng the large coefficients
(James et al., 2013, p. 21Ridge regression is a type of regularization, often referred to as L2
regularization, and it uses the hyperparameter lambdas(a way to tune the pena{tachine
Learning with R, n.d.)The value of is chosen by using crosslidation,aimingto minimize the

sum of squarerrors on the validation se#s | of O indicates that the penalty term has no effect,
and that ridge regression will produce the same results as OLUSin&seases, the penalty term
becomes more effective, shrinking the coefficients closer to Zém.shrinkage penalty of the
larger coefficients i$ times the sum of squares of the coefficients (Machine Learning with R,
n.d.).
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Originally, ridge regression wadeveloped to combat data whédependentvariables are
cdlinear, thusmaking ridgeregressiora tool to combat multicollinearity linear regressiongor
predictive purposes, multicollinearity is not a problebut the Ridge estimator presents a
shrinkage estimator which can make it useful in forecasting after all (Elliott & Timmarraah6

p. 732. Ridge regression itherefore optimized for predictions, as the shrinkage of coefficient
estimates towards zero combats overfittengd makes the model work better on new data

compared to unregularized modéB&upta, 2017)

Even though th®©LS methodfinds the coefficients thaseeminglyfit the data best, it does not

consideif any variable is more or less important than others, thus being unif@sedk, 2019)

Ridge regressionbds advant age -variame tradleefafs.t Asguar
increases, the flexibility of the ridge regression fit decreasedinip#o decreased varianakng

with increased biaflames et al., 2013, p. 21Fyom what we know about the bigariancetrade

off, havingno biasdoes notproduce the lowest total errandridge regressiomrovide some

adcedbiasonthe importanwvariablesto modify the modefor the better.

2.3.6 Loss function

Thegoalwith forecasting isiaturallyto makeas accuratpredictionsas possiblePredictions will,
however neverbecompletelyidenticalto the actual outcomandwill thereforealwayshave some
level of error associated with themepending on the situation, certain errors can be far more
costly than othersand the loss function telus how costly opainful certain errors arby adding
penalties accordinglgDiebold, 2017)An error in the field of medicindor example canliterally
make the differencbetweerlife anddeath.Elliott & Timmermann,(2016 p. 13 defines the loss
function (L) as alescription of how costly it will be to implement an imperfect forecast (f) based
on the outcome (Y)possiblywith other observed dates well(Z). Becauseonewantsto avoid
making errors that result in higher costsemight end ugavouringa less accurate modas long

asit hasanemphasis on avoiding more costly errors.

The two main types of loss functiofts regression analysee quadratic and absolute loss. While
guadratic loss measures the average of squared ,eabmslute loss measures the average of
absolute erroréParmar, 2018)The quadratic losshuspenalizedarge errors more thaabsolute

loss ands thusmore sensitive to outliers.
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In the case of predicty the number of visitors in alpingkiing facilities, overpredictingisitors
could result in investing more than they otherwise woulth@production of snow, extra staff in
cafeterias or shopand perhaps even extension or renovation of property and sibpedooking
at the long runUnderpredicting, on the other hand, can lea@dorer customer experiences if
customers are forces to wait in line at lifts and cafetdreasmuse otinderstaffing.Norwegian
alpine skiing facilities are far fromutilizing their full capacity but underprediction can still be
painful given that resourcesich as staffing amreeededor daily operation§Malasevska et al.,
2017) If the facility is to use dynamic pricirechemesprediction error could havgreatimpacts

on profits, as the price is set accordingptedicted demand
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3 Method

We have chosen to applyjaantitativeapproach to our research problépuantitativeapproacks
areconcerned vih phenomenghatcan be measured and quantified arefrequently used when

the goal is to maghe prevalence of phenomeoiato examine the relationshigtwveendifferent
objects or factor€Johannessen et al., 2020, p..Z8¢lear drawbaclf quantitative approaches is

its failure to capture information that isquantifiable, but still important for the phenomena in
guestion but it has the advantage of collecting data from a large number of units and generalizing
the results from sample to populati@@ppen et al., 2020, p. 31piven that we are interested in
weather as a predictor for demande need to establish the rédaiship betweerdemand and

factors that can influence ik quantitative approach was thus a natural choice.

Data from two different sourcethe facility andhe NorwegianMeteorolaical Institute will be

used to developegressiomodels Some include both seasonal and weather variables, whilesother
only contain seasonal variablddy comparing them we cagain a better understanding the
importance ofveathewvariablesfor the predictive performance of a mod€lurinitial hypothesis

is that weather data will improve model performahgeontribuing to a better understanding of
the underlying factors that influence demand for alpine skiingpéiss. The modelswill be
developedy usng the validatiorsetapproachwhich meanshat we are making use of supervised

machine learninglgorithmsfor model development

Research conducted by Makridakis & Hib(#000) concluded with the most accurate forecasts
not necessarily being produced by more statistically complex methodsgtdnather by simpler
ones such as linear regressionhe resultsdo however differ from the lengtbf the forecast
horizon, butherule-based forecasting @¥) method which includes linear regressigrwastime

and again exemplified as a wekrforming method compared to those of higher complenity
various scenariosSimilar studies, researching the importance of weather, has also utilized

regression models, makitige same approaehnatural chae forourresearch
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3.1 Data Sample

When applying aguantitativeapproach to a research problem it is custontarynake some
evaluation of the sampland the samplselection processThere is adistinctionto be made
betweena population anca sample.A population is the entirgroup of people or objects that
specificresearch question applies tbis, howeverhardly everpossible to collect data from the
entire population, so samples are used to make inferences aboututaipo(Oppen et al., 2020,

p. 68) A sample isa subst of the population from which we collegata ands used tomake
estimations of the data generating process in the populd@ti@nsample has to be representative

to generalize the findings to the rest of the populafimhannessen et al., 2020, p. 58)

We have made a clear delimitationour thesischoosing to only use data from one alpine skiing
facility from the Inland region in Norwayf we consideedall alpine skiing facilitiesn thelnland
region, or all facilities in Norwafor that matteras our population, we would have problems with
representativenesgiven that our sample selection process wne otonveniencand not one of
probability. This would inturn make iharder tageneralizeheresults However, using time series
data brings about some subtletiegardinghe distinction betweepopulationandsample Given
that ourmodels ardo predict demand at a specific locatidhe repeated observations from this
location are the population, not other alpine skiing facilitie®ur sample is thus the historical
observations we have availalftem the populationWe know that there is some da@nerating
process that generates the observatiotisestpecific facility, but his processsiunknown to us.
To foresee what the process will generate next we need to learn more about the daiagyenera

process.

Given thatwe are interested ione skiing facility, and that we obsertfattheir daly sales data
over a longer perigdhere are ngampleselectionproblems The generaliation isover time, not
across skiing facilities, swe are less concernedtiwvtherepresentativeness of the skiifagility
for thepurpose®f generalizatioro other facilities. We do, howevdrypothesize thaiur findings
may apply to similar skiingfacilities in the Inland region of Norwaygut any generalization to
otherfacilities or regions neesko consider the representativenestheffacility we collected data
from. Generalizinghe resultgo other facilities that have diffent characteristics may leadgoor
results.It is notautomaticallygiven that a small facilityhas the same datgenerating process as

our facility, or thatthe demand & facility located irotherpars of Norwayis influencel by the
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samefactor as a facility in the Inland regioDemand may, for instance, bere influenced by
weather conditions in thather parts of the countrywhere the weather fluctuates more than in the
Inland region but customers may also be less sensitive to piriteere isa greaterdistance
between different facilities, limiting the available options severely. These are all considerations to
be made if the results are to be generalized to other facilitiestibdacility we study,but we

believeit couldbe an appropriatéoundation

3.2 Data collection

The datasets comprisedf data from two different sources. The first source isalp&e skiing
facility, which gave us access to historicalesdatg and the second source is the Norwegian
Meteorological Institut¢MET), which offers historical weather dat@r freefrom their webpage
www.sekima.metno. Data from these sources were combined into one dataset, contidiaing

foundation ofvariablesused to develomodes.

Both the datdrom the facility and the data from MET can be described asd@nes da, ast is

a sequence of numerical data points in successive ajdigrg timeseries dataoesbring about
somesubtleties regarding the methodpplied We are, for instance, lessrmerned with the
representativeness tife datg but we still need to makesomeassessmertf the data we usand
thedata sources themselvés ensure valid and reliable resultsdiscussion of the data from the
two different sources, and a discussiorhar validity, reliability, and privacy concern®llows

below.

3.2.1 Data from the alpine skiingfacilities

From the alpine skiintacility, we receivd historicalsalesdata.Thedata isretrieveddirectly from
their internal systems, argtimarily contains information omistorical sales ofalpine ski lift
passs. The raw datawas comprised ofdaily salesfrom November 2014 to March 202thus
covering almost 6 full seasorBhe raw dataontained 15 variable# full list of theseis shown

in Table 1 along with a short description of the various variables.
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Tablel: Variable descriptionsf the sales data

Date Date of sale

Register Which cash register theasse were sold at. No filtering available, meani
that we received aggregated sales across all cash registers.

Pool No filtering available, all observations marked with Pools.

Ticket type Type ofpasssold. Contained 54 different typespzsss. The most commo
ones were day pass, season pass, and gagte

Customer group Customer group. 13 different types. Differentiate between adults, <

citizens, children, and youth. Own group émmpanies

Schedule The time of day thpassis valid. Day, evening, ours.

Sales (1) The rumberof soldpasss.

Sales (2) Revenue from thpasss.

Annulled (1) The rumberof passs annulled

Annulled (2) Amount of evenue annulled

Refunded1) The rumber ofpassegaid back. Contained no variation. All observatic

marked with O.

Refunded?2) Costs ofpasss paid back. Contained no variation. All observations ma
with O.

Total (1) The btal number ofpasse sold in each observation. Sal@9 minus
annulled(1).

Total (2) The btal daily revenue for each observation. Sé8sninus annulled?2).

Total (3) Percentage of revenue to the total daily revenue. Total (2) divided by

total (2) observation wittheshared date.

The data contained omew for each type opasssold to each different customer group on each
day. All day passes sold to adults on one specificadaghown on oneow, while all day passes
sold to childrenon the same dayare shown on therow below. The total number of
observations/lines for each dédnus varied, depending on how many typepgasfss they sold, and
to how many customer groups they soldghssseto. On the 3 of April 2018, for instance, there

were a total of 28 observations, whilé"df April 2018 there were only 8 observatioidhe same
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day of the week, one week apart, and a considerable differerise mumber of observations.
Some level of difference is to be expected, especially between different days of the week and
between certaimveeks More customers are to be expected during the weekend, as more people
have time off work to pursue recreational atiés. We also expect higher demand for ski lift
passson public holidays, such as Christmas and Easter. When more people travel to the facilities
to ski, the demand for ski liftasse increasg and we would expect higher varan in types of

passs ld and groups of customers, given that there are msitersat the facility.

The data contains historical sales of alpine skiingplifése, butit does not necessarily reflect
actual visits to thalpine skiingfacilities. Some types gbasseare flexible andllow for visits to
the facility ondaysotherthan the one when thgasswvas bought. Seasgasss, for instanceare
usually bough early in the seasdout grants access to the facility throughout the seasgbite
punch cardgyrantaccess to the ski lifta certain number of times withospecifying the day of
consumptionThus, we cannot determimvehen the customers actually visited filaeility when
buyingthese types diexible passe. For day passes the data refleattualvisits in a better way,
given thatmost peoplaise the pass the same day thay it. The raw data contains information
on annulled or refundepasss, showing both the number pésse sold, the number gfasss
annulled, and finally, the total numberadtualpasse sold. Therds, howevera possbility that
some customers bought the ski fifisse but were unable to use them and unable to get them
refunded but this would only re@sent a smablource of errgras most customers would get their

passrefunded immediately they wereunable to use it.

There are several sources for price and demand datging from market data to surveys,
experimentsand expert judgemen{slaugom, 2015, p. 68)rhe different sources of data have
their strengths and weaknessasd thes@aeedto be addressegroperly, as they can influentee
results.Market data, such @bhe salesdata received from the facilitys often used in these types
of demandmodels, as the dataiisadily availabk and cheap to obtaifHaugom, 2015, p. 68)t
also has the advantage of reflecting actuslitg behaviar. If the data had been gathered by
surveys instead, thdata would not reflect actual buying behawiowhich would represent a
problem with the data. Saying tredmeone igjoing to buy a certainumber of goods at a given
price does not mean thttat person igjoing to do soThe datafrom the facilitydo reflectthe

historical buyingoehaviourof customersbut that does not necessarily guarantee that they reflect
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future buying behaviour Market datais a good sourcef datawhen the market is stable, but a
change in the market coultheoretically render historical dataseles§{Haugom, 2015, p. 68)
The market for alpine skiing has not undergone @mgsticchangeover the yearswe have data
for, even though there are alwayentinuouschanges to any market with regardsstpply and
demandCovid-19 can, for instangdave great impas on the indusy, both in the short and long
run, which could render our models less relevam@addition to only reflectindpistoricalbuying
behaviour market data camlso be of limited use if therenly havebeen smalbrice changes
(Haugom, 2015, p. 68pmall price variatioa may give limited information ohow consumes
behavewith regards to changés price. Thismay be especially true for recreational activitis,
consumers are free maximize the utility in a more liberal way than tregwith necessary goods
like fuel andfood. If the data only exhibits smalariationsin price, the data maye a poobasis

to assess futurieehaviourto big pricechanges.

Gaining access teales datdirectly from the facility grantdata with both good validity and good
reliability. The btal number ofpasss sold is a good measurement of demand,thadlata is
generated automaticallyy daily operationsThe fact thatll sold, annulledand totalpasss are
given shows that the system handiesulled saleproperly, eitherbecause of misregistration or
refundedpasss. The onlyreliability issue with the dates that the facility sometimesegisters
sales the following day if there has been low actiatyhe facility. Some sales are therefore
registeredat the wrong date. This is, however, only the cagk a fewdays with low activity, and
the number opasss affecteds therefore too small to cause any major problemthe anafsis.
Thereareno concerns witlthe privacy of the data useds he data is aggregateshdcanby no

means be traced back to individual customers.

3.2.2 Weather data

The literature is full of references to the importance of weather variables on outdoor recreational
activities, with some contradictory resulf® test ifincludingweathervariablesin a modeleads

to betterpredictions,we neededo obtain weather variables, as these were not given in the data
from the facility. Adistinctionis to be made between actual weathea datdweather forecast

data. The first is measured in ré@mhe and reflects the weather conditions observable at a given

time, while the latter reflects forecast of weather conditions at a specified time in advaheee
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are discrepancies between predicted and observed weather, and this discrepancy gribnves with

length of theforecast

Both forecastand actual weatheatatacan be usefulo determinghe demand, bubnly forecast

data can be used a predictive modelThe reason is twofold. Firstly, the idea is that if a facility
wants to determine how many customers to expect a certain number of days aheadstimake

use of weatheforecass to determine thémpact of weather When forecasting the number of
custoners visiting during the upcoming weekend, there is no actual weather data available to the
facilities, only forecast dat&incethe facility mustuseforecastlata, so desany predictivenodel
Secondlythewe at her f orecast is central THeastdmere cus't
plan, and value their leisure time. According to microeconomic theory, they will make choices that
maximize their utility, and weather conditions can increase or decreaperteivedutility of
spending the day ithhe slopesBad weather can make it less enjoyable to go skiing, which reduces
the perceived utility for the consum@hih et al., 2009)Reduced utility brought about by poor
weather conditions can thus leadotwtential customers choosing other recreational activities than
alpine skiing, which will reduce demand for lifitasss. Some customers will of course
spontaneouslygecideto go sking, so actual weather is of some impor&rt cannot, however,

be usedn a prediction model, actualweather information is not availakle advance

Forecastlata proved impossible to obtairthin the framework of this thesifnstead, we turned

our focus taM E T &ree servicewww.seklima.met.npwherehistoricalweatherdata can be easily

extracted. Datawereavailableat different aggregation levelbutdaily datawas thelowesttime
aggregatetevelin commorfor temperature, precipitation, and snow deptie chily temperature

is measure as tharithmeticmean othourly temperaturegrecipitation ighetotal daily amount,
andsnowdepthis measured & given time each dajpata can be obtained feelected regions
and selected periods, meaning that we were able to collect data on the specific arealaridhe |
regionwhere the facility is located, and simultaneously filter on the depegadd The historical

weather data wdasirtherused tosimulateweather forecast data

The data collected directly from thekdama service have good reliability and validigs the data
is collected automatically in reéime from a trustworthy sourc&he only drawback with using
the SeKlima service is the limited variables available. The service is being rolled out this spring,

so there were a limited number of available variables. The list of potential weather elements on
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the site is long, but most tfem did not contain any data. We assume that the service will become

better over time and that they continuously work on providing more data

The simulatedorecastdatais of biggerconcern andepreserga source of error in thenodels.
The problem ighat theforecastdatais simulatd and not historical forecasts Any error in the
simulation will thus lead to biased and incorrect predictidrieere arealways erras when
simulating data, and this is especially true given kh&t T osecass vary in accuracy depending

on weather type and season.

3.3 Data preparation and wrangling

Raw data is seldomeady to beanalysedand modelled without arfprm of preparatio. A central
partof developing a model is therefore to ensure that theislathgood qualityandin a format
that is applicable for modellingHair et al., 2018)A model based on poor data will always give
poor results. This is well known amgst those working with machine learning and modelling, and
has led to the phragmrbage in, garbage outif the data put into the algorithm is garbage, then
the algorithm will give garbage in retufRose & Fischer, 2011There areseveral steps involved

in a data preparatioprocess, including cleaningtructuring,and enriching the data. Hair et al
(2018) also stress the need to examine and explore the relationship among véareibles
applying anyalgorithms.

3.3.1 Creating new variables

Both the data from the facility and the data from M&#@re structured according tmdividual
calendardats but contained a limited numberf oariables. There are numerous variables
discussed agpossible predictors for demand in the literaturecluding seasonal variables,
custoner-related variablesaindfacility-related variablesThescopeof this thesis did not allow for
thecollectionof data orall possiblepredictorsas it wouldrequirethe collection of sensitive data.
Seasonhvariables werghowever,natural toinclude as they account for a fair amount of the
fluctuation in demand throughotite seasonandthey werecomputablédased on the data already
at hand Other variables were also createttdd some original varialdeveretransformedA full

list of these can be found in Table 2, aligith a short descriptiorSome of the variables require

a more detailed description.
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Table2: Newvariablesaddedto the dataset

Price
The logarithm of
total passes

Relative date

Fourier term
High season
Closed

Weekdays
Christmasvacation
Winter vacation
Eastewacation
Christmas day

2"d Christmas day
New Year ¢
Palm Sunday
Maundy Thursday
Good Friday
1stday of Easter
2"d day of Easter
May 15t

Cold

Ice cold

Rainfall

Candidate 103 & 105

Added piceinformationwithin each season

To prevent any forecast of negative demand, the dependent variable «
passes was transformed into its logarithm.

Date variable arrangg each date in relation to Januar§ Within each
season. Reflects the linear trend througleaahseason

Fourier terms were added to model seasonality.

Dummy variablan whichthelow seasors 0 andthehigh seasois 1.
Dummy variable indicating whether the facility was open or close
control for days witmo sold passes

Categorized in numbers from Sunday as 1 to Saturday as 7.

Dummy variableaccountingor thedays in the Christmas vacatian
Dummy variableaccountingor thedays in the Winter vacation

Dummy variableaccountingor thedaysin theEaster vacatiaon

Dummy variableaccountingor Christmas day

Dummy variableaccountingor 2" Christmas day

Dummy variableaccountingorNew Yea.r 0s Day
Dummy variableaccountingor Palm Sunday

Dummy variableaccountingor Maundy Thursday

Dummy variableaccountingor Good Friday

Dummy variableaccountingor 15t day of Easter

Dummy variableaccountingor 2@ day of Easter

Dummy variableaccountingor May 15t

Observations are marked as cold if the temperatwEJisC. There were
76 cases of cold days.

Observations are marked as cold if the temperatur&5isC or below.
There were 12 cases of iceld days

To distinguish between snowfall and rainfall, precipitation aboventh:

with temperatureabove 2C should be registered as rain.
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3.3.1.1 Price

For this study,having a variable with the price fone ski lift passs is central when forecasting
demand, ashe price is one of the variables customeosild begreatlyaffected by(Falk, 2015;
Holmgren & McCracken, 2014Therewas however no variable irthedatafrom the facilitythat
contaired price informationdirectly, and it wasthereforeobtainedthrough thefacilityd website
Seeing that the pricésund on the websitenly were availablevithin the current seasptheprices

of the previous seasons weadculatedy using the consumer price index (GRhich laterwere
verified by the facility itselfThere is some level of error related to the price variable. The facility
sometime®ffersfreepasse to accompanying employees, while others have gpésss for 206

or 50% off. Discounted prices can lead to higher demasdthe service becomes cheap®e
were unable to control for the fact that some customers receive discounted prices becatae the d
from the facility did not contaiprice information ornindividual sales which could be a source of

error.

3.3.1.2 Holiday and vacation

Holidays and vacations mark days when most people have time offamdrkchooto pursue
recreationahctivities. Dumny variablesfor eachholiday and vacations were added to the data to

control for the impact of these days on demand. Holidalsincludepublicholidays thus leaving
outEaster Eve, Chr i st ma,ss tliey a&re natrpublic Nadidays,Yoet aathérs E v
anniversaries. Vacations, on the other hand, include ih@isedual holidays along witlnd other
crammeddays and weekend related dertainholidays. The Winter vacation is two full weeks

instead of ongas theveekof the vacation depesan what part of the country one lives in.

There are correlations between holid@and vacatiog as manypublic holidays arepart of a
vacation.Christmas dayndthe 2" day of Christmas are for example bathblic holidays and

part of the Christmas vacatiobhis may lead to somaisleading coefficient estimates for the two
variables in the models, as the models can struggle to distinguish the effect of orfeefedfadt

of the other. The high correlation between the two is, however, not a problem for predictive

purposes.

3.3.2 Simulating weather forecast data
The weather data was used to create ARIMA models for temperature, precipitatianoand

depth predicting one dayhead The models wererossvalidatedusing rolling windows and
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evaluated on mean absolute error (MAEBRIMA stands for autoregressive integrated moving
average ands used to describe the autocorrelations in the @fdy@dman & Athanaopoulus,
2018)

Table3: ARIMA models MAE The performance of the ARIMA forecasting

models could be improved. Quarterly

Temperature 1.88 verification reports published BWET show that
Precipitation 2.58 their predictions are more accurate than the
Snow depth 2.58 ARIMA models (Homleid, n.d.) This is not

surprising, as weather forecasting is a complicated field of scienc&]Ehdnake use of a wide
array of variables in their predictions. The ARIMA models solely base their predictions on data
from previous days, which is a big oversimplitiom. Considering this, the performance is not
bad.

More accurate predictions than the ARIMA predictions were obtained by simulating forecast data.
The actual weather data fradET was polluted with the same level of erroMaETés forecasts,
obtained fromtheir verification reports. This way, the data reflects the accuradyll6To s
forecasts, and the simulated forecast data could be used as regressors in the demand forecast
models. Simulating forecast data means that the weather variables used in theremeasured

at some other time than the dependent and seasonal variables. This allows for predictions, not just
merely in sample adaptation. The accuractheforecast is dependent on a lot of factors and vary
across weather types and seagbtmnleid,n.d.) We have used the mearntloéstandarddeviation

of error and MAEthroughout the year. They are 1.7 and 1.5 for temperature, and 2.5 and 1.5 for
precipitation, respectively. Performance measurements were not available fordepthwso
historical data was used insteakhe variations in snow deptiwre however,small, sousing
historical data instead dhe simulated forecast is not a big problebsing the mearof the
performance metrics given in the quarterly repddss not acamt for the differences in accuracy
caused byveather types and seasonal variations, which represent another source of error for the

weather variables.
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3.3.3 Missing observationsand discrepanciesin the data

There were several instanceseotireobservationsnissingfrom the sales dataMissing datacan

reduce the statistical power of a study, and can also lead to biased estimates, which ultirdately lea
to aninvalid conclusionKang, 2013)

The main sourcesf the missing observations were caused by eithefaitibty being closed on

the day in qustion or by delayanderrors in the registration system of the facilifhe facility is
closedduring periodswith low activity and is additionallyobliged to close down ski lifts if the

wind is too strong (from 18 meters pr secpridowever, hisusually only affectthe ski lifts with

the highest altitude, meaning the facility stilnaccommodate visitorgn these day®elays in

the registration system of the facility sometimes occudays when the activity is sparaadthe
number of passes saklreported on the following day instead. However, seeing that the facility
tries to filter out the days with few visitors by keeping closed, the number of passes with postponed

registration is limited, making this particular ersmall for our purpose.

Based on the information available, it is not possible to distinguish thedwaes of missing
observationsprecisely from another, but seeing that both sources indicate very low demand,
introducing any missing observation inteetdataset with 0 sold passes could help the models to
better capture the periods widwer demand and thus gain more accurate re§itise all missing
observations were of days with zenoa low number o$old passes, thmissing observations are

not random, which induce bias in the forecasting model (Hyndman & Athanasopoulus, 2018).
Seeing that delays in registration only happena fawv occasions, all missing observations were
therefore registered as the facility being closed. This was further used in the creation of a new
dummy variable to indicate whether the facility was open or closed on any given day throughout

the season.

Therewerealsoa few instances in the data we received from the faciitytainingobservations
with anegative number of passes sold. This is the result of the facility refundingoasse than
they sold that day. To avoid days with negative demand iarthb/sis we replaced all days with
anegative number of sojuasse as having soldpassesalthough not being closeddditionally,
therewere also someliscrepancies found in the ddtatween total passes and total revenue.

Dividing total revenudy thetotal number of passes sold did not add up to the patéy the
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facility. This can beexplainedby the facility providingvarious discounts anfiee passes to

employees.

3.4 Data visualization

Data visualizations a greatvay to gain a transparent view a situationlt was thereforaatural

to display thesalesdata througldashboardisualizationsusingPower Blto helpuncover trends

andinsightsthat are hiddem the daa. This couldconcerneffectson demand bylay of the week

or holidaysfor instancelt would also be interesting teee how the demand has changed over the

seasonsit this particular facility This overviewwill hopefully guide us tdahe discovery osome

interesting informatiotha will account foibetter interprettion ofthe datebefore conducting the

machine learning technique&eforehand we naturally had some assumption®f trends

concerningthe activity acrossveekdag and holidaysvhich will be addressedurther under the

relevantsections.
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Figure6: Dashboard ofhe salesdata
3.4.1 Typesof pas®s

The sales data contained about 50 different types of passes, in which many were overlapping or
only including data from a very limited period. It was, therefore, important to investigate if there
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were any consistent types of passes across all the seagbifsaay distinct passes should be
removed for the data to become more reliable in the analyses. The dashlféguade® shows

that of all the passewld, theDay Passwas by far the most sold, followed by the pass&sHdurs
andSingle Trip. In fact, all the five most sold pass types @aéd up to one dayindicating that

most customerbuy the pass the same day they consunddl ibf the mentioned passes proved to

be sold actively through each season. Seeing that the day passes account for most of the tickets
sold on a daily basis, it will likely be able to represent the overall pattern without noise from

irregular types of passes.

3.4.2 Number of passes sold

The number oflaily passs sold varesfrom O to 406 To assessvhat a reasonable error rase
when it comes to predicting the demand, the distributidghenumber ofpasse sold each day are
of interest.Figure 7 displaythe distribution incategoriefrom 0-25, 26-50, 5175, 76100 and
100+ saleger dayMost days have a total number of sales between @&passs, consising of
about 640days from a total of 985 days The number of daywith lessthan 25pass sold
therefore,make upabout 65%of the total number of daysvhilstthe four remaining consistof
about 56150 days eachadding to the remaining 45% of the dal{siowing thatthe mode of
passs soldeachdayliesin the category and 25indicate thatherange ofacceptablerrors are

fairly low when it comeso evaluatingthe modelson mean absolute error.

Count of Total tickets by Category

700
600
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= a00
300
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200
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0-25 100+ 26 - 50 1-7 76 - 100
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Count of Total tickets

Figure7: Count ototal daily passe soldby category

3.4.3 Customer groups
The total number afustomer groupis muchlowerthan that of type of passesvith 13 categories.
Severalcategoriesdo, however,ultimately addressthe samecustomer groupbut have been

separated due tdifferent spelling There hasot been providedany information regarding the
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differences of theseverlappingcategoriesbut most of them hee very few observationsvith
only one providing the more representatiaelectionto its belonging astomer groupThe bar
chart of Total passe by customer groughows aclearprevalencan the Adult customergroup
accounting for about 40% of all the pasdeiowed byYouth. The Adult customer groupppear
to be a natural segmentatiofor our analysis filtering out both overlappingand infrequent

categories

3.4.4 Weekdays

One of the assumptions we haeforehand waa higher demanduringthe weekendthanon the
weekdaysBy looking at he dashboardn Figure6, this assumptiorwas reinforcedin the area
chartTotal passse by weekdaya clear trend of more visitors during the weekend compared to the
weekdayss detectegpeakng on Saturdg. Thereappeasto bean escalatiostarting athe lowest
point, beingWednesdaygradually buildingup till Saturday before it deescalate$rom Saturday

up till Wednesdayagain.This could be affected by the facility keeping closhating the mid

weekin theearly season.

3.4.5 Public holidays and vacation

Another interestingoint to look at is whethgyublic holidaysandvacationsaffect thenumberof

visitors, which we assume vtould. The average sold passes different vacatios and public
holidaysshown inthevisualizationdrom Figure6 arecategorized into numbers for simplicity
Table4 and Table 5

Table4: Average number of passes sold daily during different vacations
Regular days Christmas vacation Winter vacation Easter vacation

7.46 9.56 14.15 19.85

Table5: Average number of passes soldRublic holidays

Regular Christmas 2 New | Palm | Maundy Good 1%t 2dday May

days day Christmas , S| Sunday Thursday Friday day of of 1st
day Day Easter Easter

9.71 6.16 8.47 11.55  12.27 | 24,61 32,67 14,55 | 5.52 4.05
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According to theaverage number of passes sold during the different vacations shown in Table 4
thereare sold abousevenpasses on average on a regular day, which amounts to barely 15% of
the total average of daily sale. All the days marked as vacation represent higher average sales than
that of regular days, but the highest average daily sales are clearly on vacationthoeebéeing

the Easter vacation (39%). Easter vacation is one of the few vacations that isehetal
consecutivepublic holidays The fact thatnost people get time otfue to the public holidays it
includes is a probable explanation as to why thegation dominates in terms of increased sales.

For many people, school vacations often consist of several regular workdays, meaning that not
everybodyhasthe luxury of getting time off during all of these vacations, especially adults with
full-time jobs.The specific public holidays that the vacation often revolve around, however, could

produce different results.

When looking into the average number of passes@olthe different public holidays shown in

Table 5 Good Friday has the highest percentage of daily passes sold, followed by Maundy
Thursday and®1day of Easter. All of these days are public holidays related to Easter whiah is
surprising The public holiday with the least influence on daily sale is May ' kis date, however,

only occur in two of the seasons, seeing that the season usually ends before this date. These
visualizations are based on the entire dataset, without any filtering, which can affect the overall
results. The variety of seasonal pasf@sinstance, only provides us with information about when

they were bought, not when they were used, which can disturb the results and create some

discrepancies.

3.4.6 Demand across seasons

By viewing the bar charof total passesnd total revenue bseasonn Figure®6, it does not show
anysignificantchangesn activity acrosshe seasons, other tharealuctionof about 14%n passes

sold from seasont to 5 Season Gtands out withmuch lower activity compared to the other
seasonsbutthereare missingga ou pl e of mo n henesiricludwg th&astetholilay d at a
which typically has asignificantimpact on the activitylt is therefore not possible tmakean
accurateconclusionof this particularseasorbased on this visualizatioiihe line in the bar chart
representsotal revenue by seasdmjtwe do not have full faith in iteeliability. The numbersn

the chartare however summed together by seasonganingthe discrepancies amday-to-day

basis might not mattekVith this taken into @count, we notice that thehasbeen someliffering
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in relativechanges in revenueompared to thavf number of passes solBased on historical
prices therehasbeenagradualincreasdrom season to season, so we would expect higher revenue

even if the number of visitors stays the same.

The number opassesold does nonecessarily refleathe number of vidis, seeing thaseveral
passesre seasonal and thus only registergaen bought and not when used. This contlicate
that the revenuwas decreased due possiblybeng more saleof the cheapepassess the price
hadrisenfrom last season, andsitorsdid perhapslowngrade their usual choice dissto save
some moneyThere is also added a sliceir season$n the bottom righin Figure6, to makeit
possibleto check the statistics faachvisualizationregardingthe specificseasoa By viewing
each seasoimdividually, the trends were very consistent, aradconsiderablalifferences inthe

overviewwere foundcomparedo the overalldata.

3.4.7 Weather elements
The actual weather data we collected from the SeKlima service was central to the weather forecast
data we produced. The distribution of the historical data is shown below, with temperature being

depicted at the top, precipitation in the middle and snowhdsthe bottom.
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Figure8: Weather elements distributiop Temperature, precipitation and snow depth
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It is clear that all three weather variables/eseasonaVbariations This dependency is easiest to
observe foitemperature and snow depth, which move in opposite directions as the seasons pass.
The temperatures are low during the winter, and high during the summer, while the snow depth is
high during the winter and zero during the summer. The first observatiam efeather variables

is November 18, 2014, meaning that the numbers on thaxis represent the number of
consecutive days after the first observation. The temperature normally varies betwe€ramd5

-15 C, depending on the season. The distribution of snow depth shows that the third and fifth
season (season 2016/2017 and 2018/2019) had less snow than the three other seasons. Snow depth
is measured at the nearest weather measurement location to the siiityg fehich means that

the snow at the facilityodés sl opes may devi at e
snow cannons. Precipitation during the observed period also show sign of seasonality, but these

do not always coincide with the patteobserved in temperature and snow depth.

3.4.8 Filtering the data

The inspection of the dataset showennerougpasstypes and many customer groups:luding

all of these in our analysis maield poor results, as many of tipasstypesand customer groups

are either overlapping or naronsistenbver seasons. Thgass types and customer groups which

are nonconsistentannot be used for predictive purposes. We thus decided to fodtrew the

data used for model development t@gas type and one customer group. The obvious choice is
the group that constitutes the biggest percentage of the total, which is daily passes and adult
customers. Day passes have the added advantage of reflecting daily variations in demand, which
seasonal paes or passes for multiple days fail to @or research is concerned lwitow wether

affects the demand for alpine ski lift passes, thedveather is measured dailfaving a pass type

that has the same aggregation leaglthe weather daia necessary taetermine how daily

variations in weatheaffects demand.
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Total passes and Total revenue by Season Average of Total passes by Vacation Average of Total passes by Public holiday
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Figure9: Dashboard ofhe salesdata filtered on adultday passes

By narrowing the data dowto adultday pas&s the number obbsenationsends on 828laysin
total. Seeing thathe dataset includes observations over 9&8mditdays in totaljt meanghat this
selection accounts for about 90% of all the included dafger filtering on the daypasswith an
emphasis othe customer groupdult,it presentshe same patterras it did when including adf
the dataas seen ifigure9. This includessimilartrends of activity across seasofiacreasedales
ondifferentholidays andpublic holidays as well asthe popularty of the different weekdaydJ his
implies that ifnarrowingthe dataset dowrto adult day passestill provides a representative
selection.In Figure 9, the key influenceindicatesthat when weekday is Saturdathere is an
average ofilmost 50morepassesold compared to all other weekdays, and ¢bisstitutesabout
17% of all theaveragedaily passesold. The influence of holidaybkasalsosignificanty shifted
to an average of almost 73 magrassesold daily during Winter vacation and Eastgacation
Seeing thawWinter vacationdoes not consist of any public holidayisis is somewhat surprising
as most adults probably do rmvetime off work and other obligations during thgsriod.The
adult day paskasbeen consistent through all of the seasons, andlitiseeforepossible that some
misrepresentations in trel|ashboardrom Figure 6, such asoutliers andbr small sample sizes

within thedifferentpasstypes anctustomer grouphlas been filtered ouBy narrowing down to
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the morefrequentpasstypes, it could provide us with a better picture of the actual dayday
activity with lessnoise and discrepanciedVe do however emphasize this is anoverall
discussion of apparent informatioancerning the dataom only one alpine facilityandwe draw
no tangibleconclusions from thesgashboardalone

3.4.9 Updated dataset

Most of the variables from the initiables dataverefound to beabundant for the purpose of this
researchBefore moving forward with thanalysis, the datasetasthereforeupdatedoy adding
the new variables armergng theremainder of theales data with theeather dataas shown in
Table 6

Table6: Updated dataset

Date Date of sale
Total passes The rumberof passes sold
Price Price information Differentiates in lowand high season

The logarithm of To prevent any forecast of negative demand, the dependent variable «
total passes passes was transformed intolggarithm.
Relative date Date variablearrangingeach date in relation to Januar§ ithin each

season. Reflects the linear trend througleaahseason.

Fourier term Fourier terms were added to model seasonality
High season Dummy variable with the low seasamarkedas 0 and high season as 1
Closed Dummy variable indicating whether the facility was open or close

control for days with no sold passes.
Weekdays Categorized in numbers from Sunday as 1 to Saturday as 7.

Christmas vacation Dummy variable accounting for the days in the Christmas vacation

Winter vacation Dummy variable accounting for the days in Weter vacation
Eastevacation Dummy variable accounting for the days in Eestervacation
Christmas day Dummy variable accounting f@hristmas day

2"d Christmas day = Dummy variable accounting f@& Christmas day
New Year ¢ Dummy variable accountingfédée w Yea.r 6 s Day

Palm Sunday Dummy variable accounting fétalm Sunday
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Maundy Thursday
Good Friday
1stday of Easter
2"d day of Easter
May 15t

Cold

Ice-cold

Rainfall
Temperature
Precipitation

Snowdepth

Candidate 103 & 105

Dummy variable accounting féflaundy Thursday
Dummy variable accounting f@ood Friday
Dummy variable accounting fd# day of Easter
Dummy variable accounting f@& day of Easter

Dummy variable accounting fdday 15t

Observations are marked as cold if the temperatuddisC.

Observations are marked as cold if the temperatudbisC.

Observations markedith rainfall.
Measured daily temperature in Celsius degrees.
Measured immillilitres.

Measured snow depth gentimetres
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4 Model presentationand analysis

In this sectionthe different demand forecast modatal their resulta/ill be presentedrhe models
will be presented and evaluated based on different criteria, sacuasedR? andmean absolute
error (MAE). There was developed several models, which vanddrmsof explanatory power
andforecastaccuracy The models presesd areathusaselection of the modethat was further
developé. The presentation consists of simplified regression results, but the full regsession

outpuscan be foundh AppendixA to Appendix FAl so see Appendi-gripg for t

The models presented are all multiple linear regression madgieésar regression models use the

OLS approach to calculate the coefficient estimates that best fit the data, but it does not necessarily
calculate the coefficient estimates that producesatvedt erroQshick, 2019) The regression
models were therefore also trained using ridge regression as an estimator, which adds some bias
and shrinks the regression coefficients towards gmes et al., 2013, p. 219)ix models are
presented, and semslvariables form the basis afl of them.Weather is added agpredictorin

two of the models, enabling us to make comparisons bettheemodek with only seasonal
variables and the equivalent mosieith both seasonal and weather variabResgression models
areacommonly usedorecasting technique, atstoricalsales datés well-suited for regression
analysis (Chambers et al.,, 1971)Furthermore, linear regressiomodels score high on
interpretability which is a great advantaf@ research problem®sulting in model®eingused

by people who are not trained in statisidames et al., 2013, p. 25)

4.1 Creating the models

There were several stejpscommon for all the modelevelopedThe firstkey stepwvas to divide
the dataset into twparts:a training set and w@alidationset. This is known as the validation set
approachwhenthe training set is used to fit the model, dinel fitted model is used to predict the
responses for the validation ggdames et al., 2013, p. 17@he validation seis then used to
estimate the test error raty indicator ofhow good the model performBor many machine
learning @plications in whichthe assumption of independss upheld the split is usually done
randomly. However, given that our data is time series ttaagbservations are not independent.

The split waghereforemadenonrandom The data was spléaccording to seasons, using the first
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five seasons as a training set and the last season as a lesvetr words, the first five seasons

wereusedto trainthe models, and the sixth and final seasas usedo test the model.

All models presentetielow use thdogarithm ofpassesold also referred to ademandas the
dependent variabldlodels withpassesoldas the dependent variablerealso trainedbutled

to many cases of negatipeedictions, especially foveekdaysn thelow seasonThelogarithm

of total passeswas thereforeused to prevent negative point predictiomshich leads to some
subtleties regarding the interpretation of the coefficient estimEtesndependent variables effect
ondemandcannot be interpreted directly the estimated coefficient of a variablebig does not
mean thak marginal increada thatvariable will lead to an increasedemancdequal tdb. Rather,

it meansthat a margnal change in the variable is associated with ab¥#®8hange indemand
(Stock & Watson, 2019)The exceptiornis the variableprice, which is an endogenous variable
Demandaffectprice andprice affectsdemangdmeaning that we cannot interpret gitect ofprice

in the same way as the other variables.

The coefficientestimatesinform us whetherthe relationship between the independent and
dependent variablas positive or negativd-or the dummy variableghe coefficient estimates are
informative for comparisonsas greater coefficient estimatdsanslateto a greater effect on
demandlf the Christmasvacationcoefficient estimate ismaller than the one &astervacation

it implies thatEastervacationhas a greater impact alemandhanChristmasvacation

The regression output indicates what variablestatistically significant at differersignificance
levels. Determining the appropriad@nificancelevel is a bigger problem in forecasting than in
other research settings. Statistical significanceasyaver, less important in forecas models
(Armstrong, 2007) In fact, some leading researchers in forecasting arguepthalues and
statistical significance have been offered too much attention and that more emphasis should be
given to the predictive ability of a model (Kostenko & Hyndman, nldduding variables that
are not statistically significant in a model poseprablem per se, as statistical sagere designed

to test hypotheses, not to select varialflégndman, 2011)Two highly correlated variables can
give good predictions but may get insignificant coefficiestimatesbecause it is hard to
distinguish thei contribution to the modeDur presentation will therefore be less concerned with
statistical significance per se, and more concerned with point essiadl their economic

significance.
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4.2 Evaluating model performance

The models nebto be evaluated on some criterkor insample fit adjusted Ris a good
evaluation metd. The evaluation of adjustec?i® entirely problenspecificand varies between
different fields of sciengebut high numbers argenerallydesirable Low adjustedR? does not
automatically imply thad model ispoor (Moksony, 1999)L ow adjustedr? usually impliesboth
a high mean squared erroMSE) and MAE for any fixed level of variance of ,Yout ®me

phenomena havggh levels of irreducible error, which prohibktgyh adjustedr?.

The goal of forecasting is to produce accuptictionsin which evaluating a model based on
how well it predicts out of sampletise preferreédpproach. Comparing the eof-sampleorecast
errorsi the onestepahead forecast erroir®f different models gives information on the predictive
ability of those modeldNote, however, that there is a general tendency for out of sample forecast

accuracies to be disappointing compared to wilaimple fit(Chatfield, 2005).

The models presented in this theare evaluatedn MAE, one of the most common accuracy
measures for scaldependent error@éHyndman & Athanasopoulus, 2018)he ridge regression
models hae also been tunetb minimize MAE In forecastingan error can be described as the
difference between an observed value and its foregasror does not necessarily translatato
mistake, but partly to the unpredictable part of the observalioere will, of course, be some
level of migakes presenin the predictions but there willalsobe some level of irreducible error
(James et al., 2013, p. 18)

Deciding what type of loss function to use is best left to those it affects, which in this case is the
alpine facility. Theyknow besif overpredicting or underpredicting causestitbe most pain, as

they have irdept knowledge of their finance and operations. The facdity notinform usof

what error caused thethe most pain, resulting in us usidAE asa loss function MAE, also

called absolute losss a symmetric loss function, meaning that loss is increasing at each side of
the origin and that the loss increase at a constant rate with the size of th{®ietold, 2017, p.

37). Under absolute loss, an error will be equally painful in both dimestimeaning that under

or overpredicting by 1 visitor is just as bad. With absolute thesoptimal point prediction is the
conditional median of yDiebold, 2017, p. 38)
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4.3 Model presentation

4.3.1 Model 17 Linear regression withseasonal variable§ OLS

Table7: Model 1¢ OLSegression with seasonal variables

Model 1 The first model is amultiple linear

Adjusted R 2 0.639 regressiormode| using OLS to estimate

HAE Zz il the coeffcients. Model 1 estimaes
Coefficients: Estimate demandas a function ofelative dade, day
Intercept 2254 ** 1

Relative date 0.004 ***

Monday (2) -1.303 *** dummieshigh seasonseason closedand

Tuesday (3) -1.051 xx* . .
Wednesday (4) S1.123 ** price. The results of the regression

Thursday (5) -1.021 = analysis are shown ifiable7.
Friday (6) -0.216

Saturday (7) 1.176 ***
Christmas day (1) 0.837

2" Christmas day (2) -0.076 the independent variablesare key

New Year 6s Day BRI . ) o
Palm Sunday (4) 1.200 * contributorsto demandfor alpine ski lift

Maundy Thursday (5) 0.764 passes The explanatory power of the
Good Friday (6) 0.364

1t day of Easter (7) -1.111 * model, measured by adjusted, & 0639
2" day of Easter (8) -0.876
May 15t (9) 0.113
Christmas vacation (1) 1.077 *** 64% of the variation indemandcan be

Winter vacation (2) 1.587 *** . . .
Easter vacation (3) 2 DQ3 explained by the independent variables.

of the weekall publicholidayandvacation

As is evident from the regression output

This is adecentnumber andmears that

High season 4.303 ** The explanatory power coylof course,
Season 0.634 *

Closed -0.686 *** be higher but some phenomena are
Price -0.066 **

characterized bg low signal to noise ratio,
and for these phenomerame cannot expect the adjustetit®beclose to 1 The signato-noise
ratio is what proportion of the data is determined by the process of interest versus nuisance

variation(Vandekerckhove et aR015)

Adjusted R is a measure of isamplefit and does not address how well the model performs on
new dataThis can be evaluated by MARhich inthis model is 2Z&7. This number is reported

in thenumber ofpassesold, meaning that the paramédtas been transforméxck to its original

1The asterisks indicate the significaremes foreach variable0="*** ", 0.001 =**", 0.01 =*", 0.05=".",0.1=""

Candidate 103 & 105 Page44 of 86



Model presentation and analysis

form through exponentiation. An MAE of BZ.i mp|l i es t hat , on average,

from the true value will be 2@7. The MAE measure is calculated from the s&df meaning that
the accuracy can deviate less or more for future observations, especially if the pandemic will have
any significant impacts on the industry.

For comparisongonsider the MAE of a naive forecaAtnaive forecast isreestimating technique
that usesactual values for previous periods flarecast a future periodJsing the longterm
historical average gfassesold as a prediction fahe entiresixth seasa is thus a naive forecast
The historical average ghassesold inthetraining setis 36.2. Using this as a prediction for all
observations in the test set gives an MAE361f3. Model 1 has an MAE of 2267, which is
considerabljjower than the MAE of the naive forecashisshavsthat the model hasstablished
some importantausarelationships between the dependent and independent variabiels has

led to better prediction accuracgmparedo a naive forecast

Relative datéasa positive coefficient, which img@sthat there is a positive linear trend regarding
total passe®vereach seasorrelativedatedoes not model seasonalitnly alinear trend Day

of the weelks undoubtedlyimportant both statistically andconomicallyWhenSundayserves as

a reference poinMondayto Friday have lowerdemandgwhile Saturdayhas higherdemandThis
translates to increasettmandduring the weekend, which is of economic significafmethe

facility when they plan thewmperations

All vacationshave a positive impact @lemandThis is nosurprising aspeople get time off work.
Eastervacationhas the greatest impact of teee, with a coefficient estimate that is twice as big
asChristmas This is supported by looking at the dataset ealdulating the average number of
passesold during the differentacations The average of all observations thatrawépart of any
vacationis 22 passesold Thesame numbeior the Christmas, Winter, andEastervacatiors are
39,87 and 14(@assegespectivelyThe increase ipassesold ismore thartwice as big foEaster
vacationas forChristmasvacation but the average numbers are calculated from the entire data
sample, not just the test samplde calculation of average sales during the diffeneantatiors
supportst he mo d e | Gsstervdcationhas théhgaehtest positive effect demand and

that the effect is of great economsignificance

Holidays havea mixed impact ordemandwith somehawvng positive coefficients while others

negative Negative coefficient estimates for somma&idays arenot surprisingChristmas daynd
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2"d Christmas dayre perhaps daymost people spenat family dinners instead @i the slopes
andNe w Y e ais peshapb spgrin the couchMore surprising is the negative coefficient
estimates ofhe 1% and2"? day of EasterasEastervacationusually brings about greater activity
for the alpine facilitiesThe Easter vacatiordummy shows a greatpositiveimpact ondemaral.
Negativecoefficient estimates fahe15tand2" day of Easteis, thereforean odd findingAs the
coefficient size foEaster(2.293)is greater than that of bothe 15 day of Easter-(.111)andthe
2"d day of Easte(-0.876), the net effectof these holidays are still positive

The variableprice andclosedare both statistically significant, with a negatimpactondemand
while thehigh seasorhas a positive impact atemandThereare highlevels of correlation(0.78)
betweenprice andhigh seasonasthe facility price differentiates betweémgh- and low seasan
Multicollinearity is, howevernot asimportantwhen forecastingElliott & Timmermann, 2016)
Closedrefers to days when the facility is closed and naturally shows thap&ssésold decrease
on thesedays.Seasorhas a positive coefficienindicating thatdemandincreasesach passing

season.

To better understand how the coefficient estimates are iotdrpreted consider the following
example.What happens wheRalm Sundaydawns on us? Assume we are to compaRalan
Sundayto any otheiSundayin thehigh seasonBoth days are set in the saimgh season, so the
price is the same, meaning that neither the variablesasfon, pric&or high seasorchangeThe
model use Sundayas a reference poirgp we do not need to control fday of the weekither.
For simplicity, we ignore the changesielative dateas well,as we only are interested in the effect
of Palm Sundayn isolation.There are two variables affected Bglm Sundaythe first being the
Palm Sundaylummy, and the latter being tB&astervacationdummy: The coefficient estimates
are 1.20 Palm Sundayand 2.29 Eastervacatior). Any changes in these variables will be from O
to 1 as they are both dummy variahlasd the change will lead to a 268L.20 + 1006*2.29 =
349% change in Y. If the day in question had not de&m Sundaybut just a regulaBundayand
thenumber ofpassesold had been 3%he same number would have been®3®% =122passes

if it had been d&alm Sunday ceterisparibus.
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4.3.2 Model27 Linear regressionwith seasonal variabled Ridge

Table8: Model 2¢ Ridgeregression with seasonal variables

Model 2 The secondmodel has the ame independent

variables asin Model 1 but uses ridge

<
m

A 21.15

regularizationto estimate the coefficient3he
Coefficients: Estimate only difference between the two models is the

Intercept 0.897 estimation method, so their point estimates can
Relative date 0.004

Monday (2) -1.136 becompared directly. Ridge regression does not
Tuesday (3) -0.884
Wednesday (4) - 0.965

produce any-tor pvalues, so no judgement

Thursday (5) -0.872 about statistical significance can be drafen
Friday (6) -1.01

Saturday (7) 1.247 Model 2

Christmas day (1) 0.819

2nd Christmas day (2) -0.036 MAE is 21.15, which is slightly lower thathe
New Year 6s Day BNt .

Palm Sunday (4) 1263 MAE of Model 1. This couldmean that
Maundy Thursday (5) 0.895 estimatingwith ridge leads to more accurate
Good Friday (6) 0.544 . . .

15t day of Easter (7) 0,778 predictions, or it could simply be a resultiadk.
2" day of Easter (8) ST It is apparent from the coefficient estimates that
May 1t (9) 0.108

Christmas vacation (1) 1.009 they have been shrutbwards zer@ompared to

Winter vacation (2) 1.522
Easter vacation (3) 2.093

High season 0.766 . .
- -0.144 Coefficient estimaes for all days of the week

the corresponding estimateshtodel 1.

Closed -0.725 closed andall holidayandvacationdummiesare
Price 0.004
similar, both in size and irdirection of the

relationship. This indicates that these coefficiemtty haveundergondow levels of shrinkage
and their effect odlemandcan benterpreted the same way ashiodel 1 The bigger differences
are found foigh seasonprice andseasonHigh seasa hasbeenshrunk manyfold, from 4.3 in
Model 1 t00.77 inModel 2 while price and seasorhave changedoefficientsigns The high
correlation between the two may explain why their coefficient estimates are so variable between

themodels, asheycan have a hard time distinguishing the effedezsorfrom that ofprice.

Highly variable point estimates with possilthanging signs argypical for highly correlated
variables as ridge regression is doing its job of fighting the effects of multicollin€&riypoint

estimates of such correlated variables are often morétemgen estimated by ridge than by
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OLS. In this particular case, th@oint estimatesppear more sensible in the first model, as ridge
regression hagyiven price a positive coefficient estimatewhich contradictsthe negative
relationship betweeprice and demandwhich is thoroughly documented in the literatufée
coefficient size is, however, small, indicating thgirice increas only leads to aninimal, nearly

non-existentincrease irdemand

Following up on the example fromodel 1 withPalm Sundayits effect ondemanchasdecreased
The coefficient estimates ¢falm Sundayand Eastervacationare 1.26 and2.09 respectively,
leading to acombinedchangein Y of 100%6*1.26 + 1006*2.09 = 335%. This translates to an
increase irthenumber of solgppassedrom 35 t0117, which is smaller thathe increase d¥lodel

1. The difference in predictedassessoldis only 5, which is quite smallThis is because the
coefficient sizes fothe relevant variablesnly havebeen shrunla little. For variables with bigger
changes in coefficient estimates, suchigh season the effect odemandvould be considerably
smaller inModel 2 thann Model 1. Tke reasons thatOLS estimation does not consider which
independent variablegemore importantleadingto unbiasedoefficients thaproducethe lowest
Residual Sum of Squar€®shick, 2019)Ridge regression, on the other haadgeptdhat some
variables are more important, and thus treats each predictor diffefidrglefore somevariables
are morepenalizedhan others, resulting idifferent coefficient sizes than with OL$he small
size reduction oPalm Sundaynd Eastervacationindicates that these variables are important

predictors fodemand

4.3.3 Model 37 Linear regression with Fourier termsfor seasonality- OLS

Model 3is anotherlinear regressiormodel,but the linear trend over one season represented by
relative datehas been replaced wiffourier terms to model seasonalityt has beenreplaced
instead of kepbecause othe exact multicollinearity betweerelative dateand Fourier that we

would otherwise getWeather variables are not includedhis model

The regression output is quite long, asRkbarier series is comprised @b pairs ofFourier terms
totdling 32 Fourier variables. The outpyreseneédexcludes the first5 pairs ofFourier variables
because the output would be too longnifluded.In this model,16 pairs ofFourier termsare
optimal forMAE. Reducing or increasing the numberpaiirshavea positive impacbn the in

sample fif but simultaneouslincreasehe outof-sampleMAE.
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Table9: Model 3¢ OLS regression with Fourier terms for seasonality
Model 3

Replacingelative datewith Fourier hasled
Adjusted R 2 0.697

MAE 21. 86 to better insample ft, as ajusted R has

increased fron®3.9 to 69.7Given that the

Coefficients: Estimate ) ) . .
Intercept 978000000 model is comprised of 16 pairs Bburier

Fourier16sin 220 terms, this is perhaps thosurprising
Fourierl6cos - 1950

Monday (2) -1.310 *** Relative date has replaced 32 Fourier
_ *kk
w:;::gdg @ i 1'228 - variables making the model more flexil

Thursday (5) -1.040 *** MAE is 2186, andhas decreased compared

Friday (6) -0.221 . .
Saturday (7) 1.200 *** to Model 1, but increased compared to

Christmas day (1) 0.216 Model 2. This difference is once again,
2" Christmas day (2) -0.068

New Year 06) Day [EEWbL smal.
Palm Sunday (4) 1.380 **

Maundy Thursday (5) 0.858 . The coefficient sizes have changed

Good Friday (6 0.464
15t day of }I;a(ls%er @) - 1.540 ** compared to those ofodel 1. Table 9

2" day of Easter (8) -1.270 * excludeshe first15 pairs ofFourier terms,
May 15t (9) 0.438

Christmas vacation (1) 0.586 * but the coefficient estimates fdfourier
Winter vacation (2) 0.115
Easter vacation (3) 2.550 ***
High season 2.350 . variables. Most variables have coefficient

Season 0.434 . . ,
Closed -0.666 *** estimates betven -2 and 2, but th&ourier

terms are big compared to the remaining

Price -0.046 * variables havestimates of a much grander
scale with Fourierl6coshaving one 0f1950. Modelling with Fourier hasa great impact on the
coefficient estimates of the moddlhere are no changde the direction of the relationship
between dependent and independent vaisatife see the same effects linkeddty of the week
as in the previous models, withwer demandon weekdays compared to the weekend.

In a model witH~ourier terms the effect ofPalm Sundays even greater tinghat ofbothprevious
models With coefficient estimates df.38 and 2.550, the combined effect B&Im Sundayn
demands 393%, resulting inl37 soldpassesThis is a higher prediction than both previous models

4.3.4 Model4i Linear regression with Fourier terms for seasonalityi Ridge
Model 4 has the same independent variabldgl@del 3 but uses ridgeegularizationinstead of

OLS to estimate the coefficients.
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The model 6 26 Wwiiahbs lawsrthad dl the previously presented models. This could
bedue tobetter predictions, or simply because of ILiCke difference is, however, small

Tablel10: Model 4¢ Ridge regression with Fourier terms for seasonality

Model 4 The coefficient size of th&ourier termshas

been greatly reducedn absolute terms

MAE 20.26 .
compared tahose ofModel 3 Fourierl6cos

Coefficients: Estimate havebeen reduceih sizefrom 1950 t00.112
Intercept 2.356

Fourierl6sin -0.106 by applying ridge regularization Ridge
Fourierl6cos 0.112
Monday (2) -1.140

Tuesday (3) -0.923 in the same range dBose found inViodel 1
Wednesday (4) - 0.990

regression has produteoefficient estimates

]

 Coefficients: |

Intercept |

 Fourierlésin |

| Fourierlécos |

|Monday() |

| Tuesday(®) |

| Wednesday (4) | . _
Thursday (5) -0.892 and Model 2, thusgreatly reducing the big
Friday (6) -0.121 coefficient estimates introduced Inyodelling
Saturday (7) 1.254
Christmas day (1) 0.340 seasonality with Fourier. The remaining
2" Christmas day (2) -0.085 .- . _—
New Yearos Day BEe coefficient estimates are similar to the
Palm Sunday (4) 1.256 estimates oModel 3, with small differences in
Maundy Thursday (5) 0.944 o . .
Good Friday (6) 0.621 individual point estimates There are no
1°_day of Easter (7) -0.974 differences in direction othe relationshis
2" day of Easter (8) -0.865
May 15t (9) 0.816 either, except for the variablesprice and
SRS Vo ({0 o) seasonThecoefficient estimatesan therefore
Winter vacation (2) 0.320
Easter vacation (3) 2.134 be interpreted in the same way, witicreased

0371 . .

-0.088 demandduring weekends and vacations.

- 0.678

0.000 It is interesting to compare the different

coefficient estimates to each othkeooking at thalifferentvacationdummies Eastervacationis

the onewith the biggest coefficient estimate, attierefore withthe greatest impact odemand

Its coefficient estimate iglmost four times as big as that@firistmasvacationandsix and a half

times as big agVinter vacation This suggestthat Easter vacatiorhas aour timesbiggereffect

ondemandhanChristmas vacatiorand six and a half timdsgger tharWinter vacationall other

things being equaNote that thisloes not control for the effects afy individualholiday within
each vacationrSomeholidays suchasthe 2" Christmas Dayand 15t day of Eastehave negative

coefficients, even though tivacation they belong to has a positefeect ondemand
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4.3.5 Model57 Linear regression with seaspal variables and weather variables OLS

Tablell: Model 5¢ OLS regression with seasonal variables and weather variables

Model 5 The next model builden the modelswith

Adjusted R 2 0.699 Fourier terms for seasonality butadds

MAE 21.72 weather variables as wellhe reasorfor
Coefficients: Estimate developing the Fourier models further
Intercept 1490000000
Fourierl6sin 604

Fourierl6cos - 2040 based solely onpredictive performance.

Monday (2) -1.300 *** .
Tuesday (3) -1.090 *** There were only small differences between

instead of theelative datemodels is not

| AdjustedR > |
MAE
]
| Coefficients: |
Intercept |
 Fourierlésin |
| Fourierlécos |
(Monday(2 |
| Tuesday(®) |

Wednesday (4) -1.150 *** ther performance, with Fourier terms

Thursday (5) -1.060 ***

Friday (6) -0.229 . performingslightly better. This could be due
| Saturday (7) SR L :
?:?trlijsr?n?;/s(?ay @ éégg to superiority orsimply die to luck. We

2" Christmas day (2) -0.023 know that botlvariablesmply alinear trend

New Year 6s Day ERWpAE .

Palm Sunday (4) 1.350 ** over each seaspnas there is exact

Maundy Thursday (5) 0.874 . collinearity between the twabut Fourier

Good Friday (6) 0.481

15t day of Easter (7) -1.520 ** offers rich patterns through seasonal
_ _ **

i/lnaydlaz o{gl?aster (8) éiig variation as well The reason foradding

Christmas vacation (1) 0.587 * weather variables tthe Fourier modelsis

Winter vacation (2) 0.186 T .

2 580 *** the seasonal variationit offers, which
2730 [elative datefails to provide

0517 .

-0.683 - -

0054 * It is natural to compare ModBlwith Model
0.023 ** 3, as the only difference between the two is
-0.009 . -

Snow depth 0.001 the weathervariables The aljustedR? of
Model 5 is almostequal to that oModel 3 with a 0.002 incrase MAE, on the other handhas

decreased from 21.86 in Model 3 to 21.72 in ModéTlte minimal changesn adjustedR? and
MAE are remarkablylow considering that three extra variables have been adsgcially

consideringhat these ardocumentedn the literatureasimportant predictorfor demand

Out of the added weather variables, otéynperaturehas astatistically significant effect on
demand The relationship is positive, indicating that increased temperatures lead to increased

demandThe coefficient ofemperaturaes 0.023 meaning that an increaseteimperatureoy 1 C
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will, on averagdead to a 2.3% increasetimenumber of solghassesBoth precipitationandsnow
depth are without any statisticalsignificance Snowdepthhas a positive effect, meaning that
increased levels of snow lead to increadehandPrecipitation on the other hand, has a negative
effect, meaningdemanddecrease aprecipitation increase.Statistical insignificance by itself

presend no big problers for predictivepurposes

4.3.6 Model 671 Linear regression with seasonal variables and weather variablésRidge
Model 6 consists of the same variables as Model 5 tiheitcoefficientsizes are estimatealith
ridge regularization instead of OLBhe change irestimation approach h#susled to areduction

in MAE from 21.72 to 20.53An MAE of 20.53 is thesecondowestof all presented modke It is,
however, not lower thatihat of Model 4, which has the same variablesadel 6, except for the
weather variables. When applying ridgegularization,it thus appears thaadding weather
variablesmakes for poorer pdictionsand thatdemandis best predicted by seasonal variables
alone.This contradicts th findingswith OLS estimationin which theweather variables lead to a
slight increase in predictive accurateiowever, thedifferencesn MAE aresmall, and could very

well be the result of luc

There are some interesting changes in the coefficient estimates comp#redet@fModel 5.
Applying ridge regression has, once again, hadeat impaabn the size of thFourier variables.
These have been shrunk manyfoltmpared tadhose ofModel 5. The remainingariableshave

change less but many havemaller coefficient sizes.
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Tablel2: Model 6¢ Ridge regression with seasonal variables and weather variables

Model 6

<
I

A

Coefficients:

Intercept

Fourierl6sin
Fourierl6cos

Monday (2)

Tuesday (3)
Wednesday (4)
Thursday (5)

Friday (6)

Saturday (7)
Christmas day (1)

2nd Christmas day (2)
New Year 6s Day
Palm Sunday (4)
Maundy Thursday (5)
Good Friday (6)

1st day of Easter (7)
2nd day of Easter (8)
May 15t (9)
Christmas vacation (1)
Winter vacation (2)
Easter vacation (3)
High season
Season

Closed

Price

Temperature
Precipitation

Snow depth

4.4 Model comparison

20.5 3

Estimate
2.189
- 0.095
0.105
-1.138
-0.918
-0.984
-0.898
-0.126
1.252
0.373
-0.070
-0.843
1.225
0.975
0.628
-0.940
- 0.857
0.796
0.588
0.342
2.136
0.405
-0.090
- 0.696
0.001
0.018
-0.013
0.003

The most interestingoefficient estimatesof
Model 6 are those ofhe weather variables.
While most of the other variables hasierunken
coefficient estimatespoth precipitation and
snow depth have bigger coefficient sizeas a
result of ridge regularizatioheir relationships
mai ntain the same directi
coefficient estimateshave increased irsize.
Precipitationhas increased in terms of absolute
numbes, from -0.009 to-0.013, while snow
depth has increased from 0.001 to 0.003e
increase ismallin terms of numbergut as the
coefficient sizes were small to begin with, the
change ibig inrelativeterms.This suggestthat
ridge regression attributes greater importance to
snow depth and precipitation than OLS
regressiomoes Temperatureon the other hand,
hasadecreased coefficieestimateAn increase

in expectedemperatureof 1 C will now lead to
al.8% increase irdemand compared t@ 2.3%
increase fronModel 5

Table 13 shows how well the different models perform in terfhdM@\E. There are only small

differencesbetween the model#dicatingthat they perform almost equally well on new data

Some of ar unreported models, dheother hand, performed considerably worse, with adjusted

R? between 0.3 and.®, havingMAE over38. Of the reported modelde& best performing model
has a MAE of 20.2%, while the worst performing model has MAE of 2267.
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Tablel3: MAE comparison .
Model 1, Model 3, andModel 5 are linear

22 67 regression models with OLS estimator, while
;1-182 Model 2, Model 4, andModel 6 are linear
20.2 6 regression models with ridge regularization.
gé; g The ridge regressiomodelsperform better

than their OLS counterparisfor all three
combinations of independeviriables Theresultsalsoindicatethatthe modelsncludingrelative
date instead ofFourier performed worsehaving higher MAE for both estimation methods
compared to thenodelsincluding Fourier terms The effect of addingveathemremairs unclear,
asthe models with weather variables includg/ea somewhabetterforecastwhen usingOLS,

but worse wen usingidgeregularizationcompared tdhe models without weather variables.

Theapparentpproachwhenselecting the best forecasting model is to choose the model with the
smallest error measuremd@iaiontz, n.d.) which in tis casewould be Model 4. It is, however,
unclear ifthis modelperforms better becauséit beingsuperior, or if it isdue toluck. We must
estimatehe likelihood of theutcome being a reswt chanceor superiority.This can be achieved

by applying the Dieboldariano test, whichieststhe null hypothesisHo), claiming there to be

no difference inexpected predictive loss frotwo forecastgDiebold & Mariano, 1995)If the
hypothesis is rejectedve canconclude lhat the two modelslo not havean equal expected
predictive loss in the populatioRailing to rejectHo, on the other hand, does not mean that

two models havan equalexpected predictive losbut that there is simplgot enougtevidence

in the data to claim otherwigBiebold & Mariano, 1995)

Valid inferenceregarding the predictive performance of two models requires the models of interest
to be selected before their performance is obsgdadsen, 2010)Simply choosing to compare

the best and worgterforming model will generally lead to invalid inferemegiarding statistical
significance.The inference from such a procedure will be too liberal. Thus, if we tdpechis

may be due to either the test havalgrger thamominal size or the effect being real. However,

if we fail to rejectHoeven in the presence of a positive size distortion, we have stronger support
of Ho, than we would under correct siZéhe two models should therefore be chosen before their
performance isleserved, not because of Tto determine if adding weather variables to a model

leads to better predictions, one model with weattaeiables ad one withouwill be compared
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using the DieboleMariano test with aignificance levebf .05. If the p-valueis lower thanthe
significance levelHois rejected,and weconclude that the two models haaeunequalkexpected

predictive loss in the population.

Both Model 4 and Model @se ridge regularizatioperforming better than their OLS counterparts.
Theonly difference betweeNodel 4 and Model & the added weather variablasviodel 6 The
difference in MAEbetween the twas small in slight favour of Model 4Theyare not chosen
becausef their obseved performance, buatherbecause they are counterpagBowing us ¢
examine the importance of weathariables They will therefore be compared using the Diebold

Mariano test to estimate the likelihood of the outcome being a result of chance or superiority.

The pvalue obtained from the DiebolMariano test i9.627. Seeing thathe p-value is greater
thanthe significance level, indicaesthat there is not enough evidence in the data to reject
claiming an equal expected predictive lossThere couldvery well be a difference in the
performance of the two models, but there is simply not enough evidence in therdateetsuch
a claim. The difference inthe predictive performance of the two models statistically
insignificant The principle of parsimony states thg&inpler models should be preferreder
complex ones, all other things being eqiyédndekerckhove et al., 2018)nder the principle of
parsimony Model 4 is preferable ovéfiodel § given that the added complexity bfodel 6 in

terms of additional variables does not produce more accurate predictions.

4.4.1 Model analysis

FigurelOdisplaythe insample fit m Model 4. The black lin@resentshe actuahumber of sold
passsin the training setwhile the blue linallustratestheforecastechumber of solghasse. They
coincide a lot, suggesting that thesample fit isquitegood.The red line shows tHerecast errors
and portrays the difference between actual values éor@castedsalues.The forecast errorare
evenly distributed around zero, suggesting thag threcastsmiss the actual values in both

directions.Thelargesterrorsare foundatthe peaks and valleys the red line.
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FigurelQ: In-sample fit oiModel 4

Moreinteresting than the isample fit is the owbf-sampleforecast errorsshowinghow well the
model predicts new dat#&igure 11 can be interpreted in the same wayFagure 10 but the
predictions andorecast errors are only shown fibre test set, beingeasonsix. The blue line

follows the black lineclosely, but there arstill forecast errorgo be found

Figurell: Outof-sample fit oModel 4

To see if theravereany patterns to the larger forecast errors, dbservations witlprediction

errors abovel5 in absolute numbersere inspected furtherThis is an arbitrary number butis
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