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Spatial analysis of carbon emission effect of financial development in 

Africa: the role of energy and socioeconomic factors 

 
Abstract 
The need to mitigate global warming has led policymakers and other stakeholders to see further 
understanding of the driving forces behind CO2 emissions. Financial development (FD) has been 
identified among the most influential factors. However, the importance of FD has not been well 
explored in developing countries, especially in Africa. Several studies have explored the CO2 
emissions-effects of FD in the Africa but focused on the temporal aspect and overlooked the spatial 
dependence which has the potential to influence the estimated marginal effects. In so doing, they 
consider each country as an island which tends to suggest that there are no spatial spillover effects 
that could originate from countries' proximity. In this study, such inaccurate assumption is relaxed by 

deploying a Spatial Durbin Model (SDM) to explore the spatial dependence in the FD−CO2 emissions 
nexus for 52 African countries between 1995 and 2017. Our results reveal a significant positive direct 
effect (0.020) of FD in a given country and a significant positive indirect effect (0.074). Thus, our 
estimated marginal effects show a positive and significant total effect (0.095), indicating that a 1% 
increase in FD will result in a net increase of CO2 emissions of about 0.095%. This finding implies 
that FD contributes negatively to the surge of CO2 emissions in Africa. While environmental Kuznets 
curve hypothesis is validated in the continent, renewable energy utilisation is found to posit significant 
environmental effect. This finding is crucial to policymakers as it stands as a reminder about the role 
of the neighborhood in designing and implementing environmentally friendly policies that aim at 
reducing pollution in Africa.   
 
Keywords: Financial development; economic and natural resources; environmental quality; spatial 
analysis; Africa. 
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1. Introduction 
Considering that climate change is taking a dimension of increasing poverty, food insecurity, and 
displacement of people in Africa (World Meteorological Organization, 2021; Marco et al (2022), 
financing climate mitigation and adaption are along the paradigm of justice and socioeconomics.  
Because large-scale investments are crucial elements to achieving emission reduction objectives of the 
United Nations Framework Convention on Climate Change (UNFCCC), climate partners in the 
developed states are mostly saddled with the task of providing essential climate and environmental-
related financial resources. Thus, as reported in 2019 by the Organization for Economic Co-operation 
and Development (OECD), more than 70 billion USD (United States Dollars) of climate finance was 
provided and deployed by the developed states toward climate actions in the developing economies 
(OECD, 2019). Although climate financing remained a major bottleneck in the African region, many 
countries are recording success in the experimentation of FD approach of innovative financing. For 
instance, Uganda is adopting a crowd-founding for clean energy while green bond financing is being 
experimented in Nigeria and the Green Climate Fund (GCF) of global multilateral mechanisms are 
being accessed by many other African countries such as Morocco and Zambia to address climate and 
environmental-related problems (United Nations Development Programme, 2019). In spite the 
aforementioned positive development in the deployment of financial mechanism to tackle climate 
challenge across the continent, the recent report of the United Nations Development Programme 
(UNDP) suggests that there is more uncovered ground. Specifically, the UNDP report implies that 
mobilization of domestic and international climate finance is a major problem in more than half of 
the African countries with only less than one quarter and one third of the continent’s countries 
respectively having strategic financial plan and standby financial instruments (United Nations 
Development Programme, 2019). 
 
Therefore, to offer a complimentary justification for the role of FD in carbon emission mitigation in 
Africa, the current study deploys the spatial econometric approach. Considering that this study is one 
of the sparse studies to employ spatial econometric analysis in examining FD-environmental quality 
nexus for the case of Africa, the investigation is also conducted within the framework of 
environmental Kuznets curve (EKC) hypothesis as part of the study’s novelty. Moreover, 
simultaneous investigation is conducted to examine the role of trade openness, renewable energy 
consumption, population density and industrialization in carbon emission with spatial econometric 
framework. With this in mind, the current study is expected to close the existing gap in the literature 
of the determinants of carbon emission and EKC hypothesis in Africa. Importantly, unlike most 
studies on Africa that managed to cover selected countries, the current endeavour covered 52 African 
countries, with only 2 left out because of data limitation. Moving to other matters in this study, the 
sections are carefully presented in a particular content-specific order. In section 2, it presents an 
engaging section about the nexus of FD and environmental quality alongside the nexus of carbon 
emission and other examined determinants. The deployed empirical approaches and details of the 
utilized dataset are presented in section 3 while the results of the investigation are analyzed in section 
4. Lastly, section 5 is reserved to outline the summary of the study with the incorporation of relevant 
policy and recommendation. 
 
2. Literature review  
Several empirical studies are centred on the impact of FD on CO2 emissions. Nonetheless, the 
empirical debate is still far from being settled. On one hand, some studies  (including Adams & 
Klobodu, 2018; Guo, 2021; Lee et al., 2015; Lv & Li, 2021; Musa et al., 2021; Odhiambo, 2020;) 
confirm that FD improves environmental quality. On the other hand, some evidence (including 
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Acheampong, 2019; Ali et al., 2019; Bui, 2020; Fang et al., 2020; Ganda, 2019; Mahmood, 2020); 
Zhang, 2011) suggests that FD may indeed worsen environmental pollution. In some cases, evidence 
is weak (Raheem et al., 2019) or inconclusive (Haas & Popov, 2019; Tsaurai, 2019). While findings are 
expected to different conclusions across countries and/or regions, we find it interesting that evidence 
is heterogeneous even within, highlighting the controversiality of the nexus.  
 
The vagueness of the empirical examination is well reflected in the African context. For instance, 
Acheampong (2019) used several indicators of FD (domestic credit to the private sector by banks and 
domestic credit to the private sector, broad money,  FDI, domestic credit to the private sector by 
financial sector, and liquid liabilities) to examine the direct and indirect effects of FD on CO2 emissions 
for 46 sub-Saharan Africa countries between 2000 and 2015. Results from a system-generalized 
method of moments (GMM) estimation revealed a positive and significant effect for the first three 
FD proxies. It follows that FD increased environmental degradation. The remaining proxies were 
found to have no effect on CO2 emissions. However, a similar GMM investigation by Odhiambo 
(2020) for 39 sub-Saharan African countries over the comparative period from 2004-2014 
contradicted findings by Acheampong (2019). Odhiambo (2020) found that FD is associated with 
CO2 emissions reductions. Nonetheless, the favorable effect is conditional on inequality level 
thresholds, beyond which the effect becomes positive.  
 
In another study, Adams and Klobodu (2018) used data on 26 African economies in the period 1985–
2011 to investigate the impact of FD on CO2 emissions. After controlling for political regimes, a 
series of econometric approaches, including the Chow test, cross-country regressions, the Generalized 
Method of Moments (GMM), were used for analysis. Results suggested that FD significantly improves 
environmental quality. An investigation by Tsaurai (2019) suggests that the impact of FD on CO2 
emissions in Africa is sensitive to the proxy of FD. The study was done based on data for 12 West 
African countries from 2003-2014 and analyzed using the pooled OLS, fixed and random effects 
estimations. Three proxies of FD, (1) domestic credit provided by the financial sector as a ratio of 
GDP, (2) domestic credit to the private sector by banks as a ratio of GDP, and (3) broad money as a 
ratio of GDP, were used. It was documented that only domestic credit provided by the financial sector 
worsens environmental degradation. 
 
We observe that the inconclusive evidence between FD and CO2 emissions is not only for Africa but 
also characterizes findings in developed countries. A look at evidence from G-7 countries by Shahbaz 
et al. (2013) and Raheem et al. (2019) and OECD countries by Lee et al. (2015) and Ganda (2019) 
elaborates this. Unlike most studies based on static relationships, Shahbaz et al. (2013) provide 
evidence based on time-varying cointegration analysis for the G7 countries G-7 countries over the 
period 1870 to 2014. The study used money supply (M2) as a proxy for FD and applied the Bierens 
and Martins (2010) time-varying cointegration (TVC) test for analysis. The results indicated that the 
effect of FD is heterogeneous across countries. The relationship was M- shaped in the US, Japan; 
upturned M-shaped in Germany, and inverted N-shaped in the UK, Italy, and France. However, in 
another study on G-7 countries over the period 1990-2019, Raheem et al. (2019) found a weak impact 
of FD on CO2 emissions. Turning to the OECD studies, Lee et al. (2015) use a panel fully modified 
ordinary least squares (FMOLS) and data from 25 OECD countries over the 1971–2007 period to 
show that FD reduces environmental pollution. However,  Ganda (2019) shows from static and 
dynamic panel data models that domestic credit to private sector, the same measure of FD as in Lee 
et al. (2015), had a significant positive effect on CO2 emissions. 
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We also observe the same trend in Nigeria, where evidence by Ali et al. (2019) and Musa et al. (2021) 
contradict. Both studies use credit to the private sector as a percentage of GDP and the ARDL 
econometric approaches over comparable periods 1971-2010 and 1981-2019, respectively.  In Ali et 
al. (2019), FD was found to significantly positively impact CO2 emissions. This depicts worsening 
environmental degradation due to better financial intermediation. In contrast, Musa et al. (2021) find 
that FD has a significant negative impact on CO2 emission. In other studies worth mentioning,  Haas 
& Popov (2019) and Bui (2020) bring the effect of the financial structure and transmission 
mechanisms into perspectives, respectively. The study by Haas and Popov (2019) was carried out for 
a panel of industries and countries over the period 1990-2013. Estimations from 2SLS regression 
reveal that for certain levels of FD, environmental degradation is low in relatively equity-funded 
countries. Results from sector-level investigation disclosed that equity markets (1) transfer investment 
to fewer polluting sectors and (2) force carbon-intensive sectors to invest in greener technologies, 
thereby lowering CO2 emissions.  
 
According to Espoir & Sunge (2021) it is becoming a norm to include spatial dependence in analysing 
environmental pollution determinants. With regards to FD, Mahmood (2020) and  Lv & Li (2021) 
considered spatial effects. The analysis by Lv & Li (2021) confirmed spatial correlation among CO2 
emissions in 97 economies between 2000 and 2014. The study found that FD from neighboring 
countries significantly reduces CO2 emissions. Similarly, Mahmood (2020) also found spatial 
dependence in 21 North American countries over the period. In contrast to Lv & Li (2021), domestic 
and neighboring FD were found to escalate environmental degradation.  
 
3. Methodological approach and data 
3.1. Econometrics of spatial panel models 
This study aims to investigate the impact of FD on CO2 emissions across African countries by 
considering countries’ spatial dependence. As we shall see later in the data sub-section, we employ 
cross-sectional – time-series data covering the year 1995 to 2017. The empirical literature recommends 
using classical/traditional econometric techniques (pooled Ordinary Least Square, Fixed and Random 
effects) to estimate panel data models. However, these econometric techniques, specifically the 
Ordinary Least Square (OLS), assume independence between observations (LeSage and Pace, 2009; 
Elhorst, 2014b). This assumption is strong and unrealistic if one considers Tobler's First Law of 
Geography. This law enounces that no region is isolated. This implies that data observed at a 
geographical scale often present a spatial interaction effect. In this case, modeling panel data using 
OLS technique could provide biased marginal effects. Spatial panel models could be the alternative as 
they incorporate the spatial dependence between observations (Anselin, 1988). The recent spatial 
econometric empirical literature (Espoir and Ngepah, 2020) points to three key classical model 
specifications: the Spatial Error Model (SEM), Spatial Autoregressive (SAR) model, and Spatial 
Durbin Model (SDM). Following Elhorst (2009), the three models can be specified as follows: 
  

𝑦,𝑡=𝜌𝑊𝑦,𝑡+𝑖𝑁∅𝑡+𝑋𝑡𝛽+𝛿+𝜀𝑡                                                                                                           (1) 

 

𝑦𝑡=𝑖𝑁∅𝑡+𝑋𝑡𝛽+𝛿+𝑢𝑡                                               

𝑢𝑡=𝜆𝑊𝑢𝑡+𝑣𝑡                                                                                                                                   (2) 
 

𝑦𝑡=𝜌𝑊𝑦,𝑡+𝑖𝑁∅𝑡+𝑋𝑡𝛽+𝑊𝑋𝑡𝜁+𝛿+𝜀𝑡                                                                                                     (3) 
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where Eq. (1), (2), and (3) represent the SAR, SEM, and SDM. 𝑡 = 1, . . . , 𝑇; 𝜌 stands for the spatial 
autoregressive coefficient. This is the parameter that captures the existence of spatial spillover effects 

across panel units. The high/low the magnitude of 𝜌, the high/low the intensity of spatial 
autocorrelation among panel units.  W is a row-normalised (in some cases W is a row-standardised) 
spatial weights matrix that defines the spatial structure of connections among adjacent and non-

adjacent units. Specifically, W is a vector that is constituted by the following elements: 𝑤𝑖,𝑗 is the 

spatial connection between unit 𝑖 and 𝑗 so that 𝑊𝑦𝑡 (spatial lagged dependent variable) is the average 

value of the dependent variable of neighbouring countries in period 𝑡; 𝜆 represents the spatial 

autoregressive parameter of the stochastic error term; 𝜆𝑊𝑢𝑡 is the spatial lagged disturbances at period 

𝑡; 𝑊𝑋𝑡 is a matrix of spatial lagged independent variables, and 𝜁 is the associated vector parameters. 

Finally, 𝛿 is the traditional panel unit fixed effects parameter, and 𝜀𝑡 and 𝑣𝑡 are the disturbances.  
 
3.2. Spatial model results uncertainty 
Spatial models’ results uncertainty is a crucial issue that is highlighted in applied spatial econometric 
research (LeSage and Pace, 2014; Fu et al., 2014; Insee – Eurostat, 2018). This uncertainty is 
determined based on the instability or behaviour of the variables marginal effects when the definition 
of the spatial weight matrix (W) is changed. Originally, W was developed based on the concept of land 

or maritime geographical boundaries, according to which 𝑊𝑖,𝑗= 1 when entity 𝑖 and 𝑗 are geographical 

neighbours, = 0 if otherwise (Cliff and Ord 1969; Getis 2009).  
 
Furthermore, there exists different type of spatial connection structures between entities, countries or 
regions. All those connection structures can be presented into graphs based on the definition of 
neighbourhood. (For more details see – Eurostat, 2018). Speaking in terms of graph connections, only 
three types seem to have emerged in empirical application. These are: (1) neighbourhood based on 
geometric concepts (Delaunay’s triangulation, the sphere-of-influence based graph, Gabriel’s graph, 
and the graph of relative neighbours), (2) neighbourhood based on distance concepts (nearest 
neighbour, two nearest neighbours, neighbours at a minimum distance, and inverse distance), and (3) 
neighbourhood based on contiguity (Queen and Rook contiguity).  
 
In this study, we have maintained three types of connections structures (inverse distance=𝑊1), inverse 

distance with cut‐off=𝑊2, and Queen contiguity=𝑊3) among African countries: 
 

1) Inverse distance={
𝑊𝑖,𝑗 =

1

𝑑𝑖𝑠𝑡𝑖,𝑗
 if countries i and j are neighbours , disti,j = 2000𝑘𝑚                             

𝑊𝑖,𝑗 = 0          if otherwithse                                                                                                      
 

 

2) Inverse distance with cut‐off (𝑊2)={
𝑊𝑖,𝑗 = 1 𝑖𝑓

1

𝑑𝑖𝑠𝑡𝑖,𝑗
 ≤ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑐𝑢𝑡 𝑜𝑓𝑓 (1.280𝑘𝑚)

𝑊𝑖,𝑗 = 0 𝑖𝑓 
1

𝑑𝑖𝑠𝑡𝑖,𝑗
> 1.28𝑘𝑚                                         

 

 

3) Queen contiguity (𝑊3)={
𝑊𝑖,𝑗 = 1 𝑖𝑓 𝑐𝑜𝑢𝑛𝑡𝑟𝑦 𝑗 𝑠ℎ𝑎𝑟𝑒 𝑡ℎ𝑒 𝑐𝑜𝑟𝑛𝑒𝑟 𝑜𝑟 𝑒𝑑𝑔𝑒 𝑤𝑖𝑡ℎ 𝑐𝑜𝑢𝑛𝑡𝑟𝑦 𝑖

𝑊𝑖,𝑗 = 0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                     
(6) 

 

where disti,j is the distance between the centroids of countries 𝑖 and 𝑗. We have defined this distance 

to be equal to 2000km based on the average distance between the centroid of South Africa and Angola. 
The 1.28km is the lowest distance between centroids (distance cut off) so that no country is left 
without at least one neighbour. Given this, it can be noted that the spatial interaction effect of FD will 
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increase when African countries are closer, which generally leads to use the inverse of the distance 
among weight matrices.  
 
Figure 1 presents nine different connection networks across African countries. Particularly, we focus 

on three connection networks: Fig 1e (𝑊1 connection networks is less dense compared to 𝑊2 and 𝑊3 

with an average of 1 link between countries); Fig 1g (𝑊2 type of neighbourhood with a highly dense 

neighbourhood structure of average 27 associations between countries); and Fig 1h (𝑊3 connection 

structure is slightly dense connection network compared to 𝑊2 with an average of 3.93 links) as 
presented in Eq. (6). In Fig. 1e and 1h, we observe that the connection links are abundant in West and 
Southern Africa and all because the distance between the centroids is shorter than 1.28km (minimum 
expected distance).   
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 1 

  2 

 3 
Figure 1: Different types of connection structures among African countries. Source: Authors’ self-painting4 



8 
 

3.3. Testing for spatial dependence 5 
Before analysing panel data with spatial econometric techniques, it is compulsory to start by testing 6 
for the presence of spatial autocorrelation. One of the instruments proposed in literature is the Local 7 
and Global Moran’s I test (Anselin, 1995).  This test measures the degree of spatial clustering among 8 
the geographical units (countries). On the one hand, it is essential to indicate that the Local Moran’s I 9 
test measures the similarity of countries to their neighbours while Global Moran’s I calculate the 10 
average of all comparisons to offer inference about the spatial pattern of the variable. For the case at 11 
hand, we utilise the Global Moran’s I as the first measure of spatial autocorrelation. The calculated 12 
values of this indicator range from −1 to 1. The value “1” implies perfect positive spatial 13 
autocorrelation, while “−1” means perfect negative spatial autocorrelation, and “0” suggests perfect 14 
spatial randomness (Fu et al., 2014). The Global Moran’s I index is expressed as follows: 15 
 16 

Global Moran’s 𝐼𝑖=
𝑛

𝑆𝐹
=

∑ ∑ 𝑊𝑖,𝑗(𝑥𝑖−𝑥̅)(𝑥𝑗−𝑥̅)𝑛
𝑗=1

𝑛
𝑖=1

∑ (𝑥𝑖−𝑥̅)2𝑛
𝑖=1

                                                                               (7) 17 

where 𝑊𝑖,𝑗 is the spatial weighting matrix and it shows the association between unit 𝑖 and 𝑗, 𝑥𝑖 is the 18 

value of the variable of interest (𝐹𝐷 and 𝐶𝑂2 𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠) and 𝑥̅ is the mean value, 𝑥̅=
1

𝑛
 ∑ 𝑥𝑖

𝑛
𝑖=1 . 𝑛 is 19 

the number of countries in the sample, and 𝑆𝐹 is a standardization factor introduced to assign an 20 

equal weight to all the values of the spatial matrix, 𝑆𝐹=∑ ∑ 𝑊𝑖,𝑗
𝑛
𝑗=1

𝑛
𝑖=1 𝑥𝑖 .  21 

 22 
While the Global Moran’s I quantify to test the spatial dependence among adjacent units (countries), 23 
Harries (2006) shows that it is also important to identifying local spatial cluster patterns and spatial 24 
outliers using the Local Indicators of Spatial Association (LISA). According to Anselin (1995), the 25 
LISA measures the degree of spatial autocorrelation at each specific location by using local Moran’s I. 26 

In general terms, the LISA is of a variable 𝑦𝑖, observed at location 𝑖 is expressed as: 27 
 28 

𝐿𝐼𝑆𝐴𝑖=𝑓(𝑦𝑖, 𝑦𝑗)                                                                                                                             (8) 29 

 30 

where 𝑓 is a function indicator, and the 𝑦𝑗 are the values observed in the neighborhood 𝐽𝑖 of location 31 

𝑖. Thus, we employ this indicator as the second measure of spatial autocorrelation of CO2 emissions 32 
among African countries.  33 
 34 
3.4. Empirical model  35 
To empirically investigate the spatial effects of FD on CO2 emissions in Africa, our estimated model 36 
is specified in line with the existing literature in environmental economics (Radmehr et al., 2021; Abid, 37 
2016; Yang and Chng, 2019; Fang et al., 2018), but also in relation to the recent finance-pollution 38 
empirical studies (Khezri et al., 2021; Lv and Li, 2021). To ensure that our results are compared with 39 

the existing findings on the FD−CO2 emissions nexus and the EKC hypothesis, we adopt the model 40 
specification as is in Lv and Li (2021), Abid (2016), and Espoir and Sunge (2021). Thus, we specified 41 
a SDM as it includes the spatial lag of the dependent and independent variables. The SDM functional 42 
form is written as follows: 43 
 44 

𝐶𝑂2,𝑖𝑡=𝛽0+𝛽1𝐹𝐷𝑖,𝑡 +𝛽2𝐺𝐷𝑃𝑖,𝑡+𝛽3𝐺𝐷𝑃𝑆𝑄𝑖,𝑡+𝛽4𝑇𝑅𝐴𝐷𝐸𝑖,𝑡+𝛽5𝑅𝐸𝐶𝑖,𝑡+𝛽6𝑃𝑂𝑃𝐷𝑖,𝑡+𝛽7𝐼𝑁𝐷𝑖,𝑡 45 

            +𝜌𝑊𝑛,𝑡𝐶𝑂2,𝑗𝑡+𝜃1𝐹𝐷𝑗,𝑡 +𝜃2𝑊𝑛,𝑡𝐺𝐷𝑃𝑗,𝑡+𝜃3𝑊𝑛,𝑡𝐺𝐷𝑃𝑆𝑄𝑗,𝑡+𝜃4𝑊𝑛,𝑡𝑇𝑅𝐴𝐷𝐸𝑗,𝑡 46 

            +𝜃5𝑊𝑛,𝑡𝑅𝐸𝐶𝑗,𝑡+𝜃6𝑊𝑛,𝑡𝑃𝑂𝑃𝐷𝑗,𝑡+𝜃7𝑊𝑛,𝑡𝐼𝑁𝐷𝑗,𝑡+𝛿𝑖+𝜀𝑖,𝑡                                        47 

             48 

                      𝜀𝑖,𝑡 = 𝜆𝑊𝜀𝑗,𝑡+𝑢𝑖,𝑡, 𝑢𝑖,𝑡~𝑖. 𝑖. 𝑑(0, 𝜎2)                                                                       (9)                                                           49 
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 50 

where the 𝛽𝑠=1, 2, …, 7, are the parameters of the effects of the explanatory variables for all 𝜃𝑠=1, 2, 51 
…, 7 (i.e parameters of the spatial part of the equation depicting the impact of the explanatory 52 

variables of a neighboring country on 𝐶𝑂2 emission in a given country), 𝜃𝑠 = Spatial Autocorrelation 53 

(SAC) coefficients, 𝜌 = Spatial Autoregressive (SAR) parameter while country-specific effects and 54 

stochastic error term are respectively 𝛿𝑖 and 𝜀𝑖,𝑡.   55 

 56 
3.5. Data 57 
We collect data for the period spanning the years 1995–2017 for 52 African countries.  CO2 emissions 58 
is the dependent variable and is measured per head metric tonnes. The data for this variable is sourced 59 
from the World Bank database (http://www.worldbank.org/). Moreover, we extract data of nine 60 
financial structure indicators from the Financial Structure Database (FSD)1 and apply the principal 61 
component analysis (PCA) method to build an index of FD for African countries. Those nine 62 
indicators are: the deposit money bank assets to (deposit money + Central) bank assets (dbacba), liquid 63 
liabilities to GDP (llgdp), Central bank assets to GDP (cbagdp), deposit money assets to GDP 64 
(dbagdp), private credit by deposit money banks to GDP (pcrdbgdp), private credit by deposit money 65 
banks and other financial institutions to GDP (pcrdbofgdp), Bank deposit to GDP (bdgdp), financial 66 
system deposit to GDP (fdgdp), and Bank credit to bank deposit (bcbd).  The principlas component 67 
analysis (PCA) was computed for the variable FD index.  68 

4. Empirical results and discussion 69 
4.1: Exploratory spatial data analysis 70 
Given the aim of this study, we start our empirical analysis by performing exploratory spatial data 71 
analysis (ESDA) of the two variables of key interest (CO2 emissions and FD index). Figure 2(a) shows 72 
the spatial distribution of the average CO2 emissions covering 1995–2017. As can be seen, only three 73 
countries (South Africa, Libya, and Equatorial Guinea) are found to have the highest stock of CO2 74 
emissions. In this category, the average stock of CO2 emissions for the covering 1995–2017 is between 75 
the interval of 6.45-8.05 metric tons per capita. Moreover, Gabon has an average stock of CO2 76 
emissions between 4.84-6.44 and is the only country that forms the second-highest category with an 77 
average value of emissions on the continent. The level of emissions is too high in these countries (of 78 
the two categories) because they are among the main producers of nonrenewable energy from fossil 79 
fuels, natural gas, and coal. Lastly, the remaining African countries have low average stock of CO2 80 
emissions from 1995 to 2017. Their average stock of CO2 emissions is between the interval of 0.00001-81 
3.22 metric tons per capita. In looking at this Figure (2b), it is clearly seen that, the countries with the 82 
highest FD index are located in Southern and Northern Africa (South Africa, Lesotho, Namibia, 83 
Egypt, Libya, and Morocco). There are also some few exceptions in East and Western Africa where 84 
countries such as Liberia and Eritrea are found to have high FD index. Additionally, it is also observed 85 
that the majority of African countries have low FD index, which suggest that countries with high (low) 86 
CO2 emissions values are surrounded by countries with high (low) FD values.  87 

 
 

http://www.worldbank.org/
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 89 
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 92 
 93 
 94 
 95 
 96 
 97 
 98 
 99 
 100 

Figure 2: Spatial distribution map of (a) CO2 emissions and (b) FD index across African countries. 101 

Source: data is from the World Development Indicators. 102 

 103 
However, the Global Moran's I test is limited in effectiveness when the Moran's I index tend to a 104 
value of 0, thus showing non-spatial autocorrelation. For this reason, we further assess the presence 105 
of spatial dependence in the data by presenting in Fig. 3 the Moran's I scatter plots (left-hand side) 106 
and LISA maps (right-hand side) for the year 1995, 2005, and 2017. We also report the mean values 107 
of the Global Moran’s I in Figure 3. Starting with the scatter plots on the left-hand side, we aim at 108 
visualising the quadrants in which most African countries are situated and see whether the fitted blue 109 
line is different from zero. For most countries as shown in Figure 3, there is positive spatial 110 
dependence in CO2 emissions for all the three selected years 1995, 2005, and 2017. We also report the 111 
results of the LISA cluster maps emission of CO2 on the right-hand side of Figure 3. We observe a 112 
slightly different picture across the years. In 1995, A large low–low spatial cluster is observed in the 113 
western and eastern part of the continent, while a high-high spatial autocorrelation is seen in the 114 
southern and northern part of the continent.  115 
 116 
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 117 

 118 

 119 
Figure 3: Global Moran’s I scatter plot (left-side) and spatial clusters and spatial outliers map (right-side) of CO2 emissions 120 
for selected years across African countries. 121 
Source: Data is sourced from World Development Indicators.  122 
 123 
 124 
 125 
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4.2: Specification testing and results of spatial panel model 126 
We start the analysis of spatial panel models by testing the appropriate specification between spatial 127 
econometric models and the traditional panel data models. To this end, we consider four classical 128 
panel data models: the pooled OLS (Model 1), individual fixed effects (Model 2), time fixed effects 129 
(Model 3), and two-way (TW) fixed effects (FE) i.e TWFE (Model 4)2. The diagnostic tests revealed 130 
that the consistent model is a panel specification with fixed effects3. For the spatial dimension, we 131 

obtain a 𝜒2= 117.50, p-value=0.000, and df=54), and for the temporal dimension, we obtain a 𝜒2= 132 
109.86, p-value=0.000, and df=53). 133 
 134 
After we have tested and chosen the appropriate traditional panel data model for our data (Model 4: 135 
TWFE), we now follow by determining which is the most suitable spatial specification between SAR, 136 
SEM, and SDM. To this end, we employ four versions of the Lagrange multiplier (LM) test (Breusch 137 
and Pagan, 1980): LM spatial lag and Robust LM spatial lag (two tests of endogenous spatially lagged 138 
dependent variables, LM spatial error, and Robust LM spatial error (two tests of the error 139 
dependence). We use the inverse distance spatial weights matrix (W1) to conduct these four tests and 140 
the results are reported in Table 1. 141 
 142 
 143 
 144 
 145 
 146 
 147 
 148 
 149 
 150 
 151 
 152 
 153 
 154 
 155 
 156 
 157 
 158 
 159 
 160 
 161 
 162 
 163 
 164 
 165 
 166 
 167 
 168 
 169 

 
2 The TWFE model means time and individual fixed effects 
3 We did not present the results of these regressions here, but we can make them available upon request.  
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Table 1: Traditional panel models estimation results 170 

Note: ***, **, and * are respectively p<0.01, p<0.05, and p<0.1. The values reported in bracket are standard errors.  171 
 172 
For the chosen model (Model 4: TWFE), the results show that the LM spatial lag statistic is statistically 173 
significant, while the LM spatial error statistic is insignificant. These results seem to indicate spatial 174 
autoregressive than the presence of spatial autocorrelation of the disturbances. In this case, Anselin et 175 
al. (1996) propose to conduct the robust versions of these tests to determine the true data generating 176 
process (DGP). Thus, we perform the Robust LM spatial lag and Robust LM spatial error tests. The 177 
results of these two tests (for Model 4) show that the statistics are statistically significant, indicating 178 
the presence of spatial autocorrelation and spatial dependence of the errors. According to LeSage and 179 

Pace (2009), Eq. (8) can be used to test if the SDM can be reduced to a SAR model (𝐻0: 𝜃𝑠=0) or a 180 

SEM (𝐻0: 𝜃𝑠+𝜌𝛽=0). The results are reported in Table 5. Then, two LR and Wald tests (LR-181 
lag=76.80, p-value = 0.000, df=7; LR-error = 97.41, p-value= 0.000, df=7, and Wald-lag= 20.30, p-182 
value=0.000; Wald-error=0.03, p-value= 0.862, respectively) are conducted. Thus, the LR and the 183 
Wald-lag statistics reject the null hypotheses and conclude that the SDM is the preferred model. For 184 
this reason, we estimate the SDM with TWFE using three spatial weight matrices (W1, W2, and W3) 185 
as specified in Eq. (6). Specifically, we use the three spatial weight matrices in our regressions to show 186 
the robustness of the estimated results of the variable of our key interest (FD). Table 2 presents the 187 
results of the SDM with TWFE. As can be seen from this table, the inverse distance spatial matrix 188 
specification has the lowest value of AIC and SIC, and the highest log likelihood value. This indicate 189 
that the W1 specification is the most appropriate compared to W2 and W3. Focusing on the results 190 

Models Model (1) Model 2 Model 3 Model 4 
variables Pooled OLS Individual FE Time-FE TW-FE 

FD 0.0006 
(0.006) 

-0.008 
(0.009) 

0.002 
(0.005) 

-0.004 
(0.009) 

GDP 
 
GDPSQ 
 
TRADE 
 
REC 
 
POPD 
 
IND 
 
CONSTANT 
 
AIC 
SIC 
R-squared 
Adj. R-squared 
LM spatial lag 
 
Robust LM spatial lag 
 
LM spatial error 
 
Robust LM spatial error 
 
Obs= NxT 

0.00001*** 
(0.00001) 

-3.45e-09*** 
(7.23e-10) 
-0.0007** 
(0.0003) 

-0.001*** 
(0.0004) 
-0.012 
(0.008) 

 0.002*** 
(0.0008) 
0.227*** 
(0.049) 

1377.207 
1418.350 

0.954 
0.954 
0.005 

(0.940) 
20.158*** 

(7.132e-06) 
156.14*** 
(2.2e-16) 
176.3*** 
(2.2e-16) 

1265 

  0.00006*** 
(0.00001) 
4.51e-10 

(8.82e-10) 
0.0001 

(0.0003) 
-0.006*** 
(0.0012) 
-0.078* 
(0.043) 
0.0002 

(0.0010) 
1.131*** 
(0.158) 

634.0403 
775.1829 

0.953 
0.953 

8.637*** 
(0.003) 

80.206*** 
(2.2e-16) 
27.572*** 

(1.513e-07) 
99.142*** 
(2.2e-16) 

1265 

0.0001*** 
(0.00001) 

-4.15e-09*** 
(6.76e-10) 
-0.0006** 
(0.0003) 

-0.001*** 
(0.0004) 
-0.003 

(0.0079) 
 0.002*** 
(0.0008) 
0.913*** 
(0.065) 

1180.517 
1334.802 

0.962 
0.961 
1.075 

(0.299) 
0.007 

(0.929) 
12.506*** 
(0.0004) 

11.439*** 
(0.0007) 

1265 

0.00009*** 
(0.00002) 
-1.06e-09 
(9.38e-10) 

0.0003 
(0.0003) 

-0.007*** 
(0.0012) 
0.118** 
(0.053) 
 0.0017 
(0.001) 

0.862*** 
(0.183) 
557.762 
712.047 
0.657 
0640 

4.731** 
(0.029) 

20.378*** 
(6.356e-06) 

1.730 
(0.188) 

17.376*** 
(3.066e-05) 

1265 
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of W1, we observe that the variable WFD (𝜌=0.106) is positive and statistically significant.  191 
 192 
Table 2: Results of SDM with TWFE for different spatial weight (W) matrix specifications 193 

Note: ***, **, and * are respectively p<0.01, p<0.05, and p<0.1. The values in square bracket are p-value and those in 194 
bracket are standard errors.  195 
 196 
It indicates the existence of positive spatial spillover effects of CO2 emissions across African countries. 197 
In other words, this coefficient means that the spatial distribution of CO2 emissions across African 198 
countries is not random. The coefficient of FD in local country is positive and statistically significant 199 
at the 10% level, while that of neighbouring country is also positive and statistically significant at the 200 
10% level. The sign of the coefficient of GDP in the local country is positive and significant at the 201 
1% level, whereas GDPSQ is negative and statistically significant as well. In the neighbouring country, 202 

Estimated model SDM-FE SDM-FE SDM-FE 
Variables 𝑊1=inverse distance 𝑊2=inverse distance with cut off 𝑊3=queen contiguity 

FD 
 
GDP 
 
GDPSQ 
 
TRADE 
 
REC 
 
POPD 
 
IND 
 
YEAR 
 
WFD 
 
WGDP 
 
WGDPSQ 
 
WTRADE 
 
WREC 
 
WPOPD 
 
WIND 
 
WCO2 
 
Obs= NxT 
Pseudo R2 
Log likelihood 
AIC 
SIC 
LR test spatial lag 
Wald test spatial lag 
LR test spatial error 
Wald test spatial error 

0.021* 
(0.012) 

0.0003*** 
(0.00002) 

-3.83e-09*** 
(1.27e-09) 
0.0013*** 
(0.0004) 

-0.014*** 
(0.0017) 

0.114 
(0.0714) 
0.003* 

(0.0014) 
0.017** 
(0.0079) 
0.106* 

(0.0550) 
-0.0001 
(0.0001) 

-1.30e-08* 
(6.84e-09) 

0.0009 
(0.0031) 

0.013 
(0.0122) 
-0.768** 
(0.351) 

0.046*** 
(0.0104) 

-0.289*** 
(0.1233) 

1265 
0.327 

-612.415 
1254.831 
1331.973 

76.80 [0.0000] 
20.30 [0.0000] 
97.41 [0.0000] 
0.03 [0.8620] 

0.023* 
(0.0123) 

0.0003*** 
(0.00002) 

-3.28e-09*** 
(1.26e-09) 
0.0012*** 
(0.0004) 

-0.014*** 
(0.0016) 
0.124* 
(0.072) 
0.003** 
(0.0014) 

0.007 
(0.0057) 
0.127** 
(0.0638) 
-0.0001 
(0.0001) 

-9.86e-09* 
(5.74e-09) 

0.002 
(0.0023) 

0.007 
(0.0094) 

-0.756*** 
(0.265) 

0.035*** 
(0.0087) 

-0.264*** 
(0.1053) 

1265 
0.409 

-614.283 
1258.567 
1335.709 

0.017 
(0.0125) 

0.0003*** 
(0.00002) 

-3.21e-09*** 
(1.27e-09) 
0.0014*** 
(0.0004) 

-0.011*** 
(0.0017) 

0.055 
(0.073) 
0.001 

(0.0014) 
-0.008* 
(0.0046) 
0.042* 

(0.0246) 
0.00004 

(0.00005) 
-6.88e-09*** 

(2.81e-09) 
-0.0007 
(0.0009) 
0.011*** 
(0.0038) 
-0.149 

(0.1334) 
0.002 

(0.0022) 
-0.044 

(0.0477) 
1265 
0.683 

-633.297 
1296.595 
1373.738 
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GDP is negative and insignificant, while GDPSQ is positive and statistically significant. The variable 203 
TRADE shows a positive and significant effect in local country, while in neighbouring country it 204 
shows a positive but not significant effect. Moreover, REC presents a negative and significant effect 205 
in local country, whereas in adjacent country, the variable shows an insignificant positive impact. 206 
POPD exhibits a positive and insignificant effect on CO2 emissions in local country and a negative 207 
significant effect in adjacent country. Finally, the variable IND presents a significant positive impact 208 
on CO2 emissions in local country, while in neighbouring country, the impact is also positive and 209 
statistically significant. According to Elhorst (2014b), the coefficients of the spatial lagged explanatory 210 
variables (WGDP, WGDPSQ, WTRADE, WREC, WPOPD, and WIND) are the local effects. 211 

However, when 𝜌 and  𝜃 are jointly equal to zero, the local and global effects cannot be separated. 212 
Thus, (in)direct effects is reported as the average of (column sums of the off-diagonal elements of the 213 
matrix) diagonal elements of the matrix as is in Eq. (8) according to LeSage and Pace (2009).  214 
 215 
Another element to be mentioned here is the interpretation of the estimated coefficients of spatial 216 

panel models. For example, in the traditional panel models, the estimated coefficients (see Table 1) 217 

are directly interpreted as elasticities/marginal effects. On the contrary, the estimated coefficients in 218 

the SDM (see Table 2) do not directly represent the variables’ elasticities. To correctly interpret the 219 

coefficients of the SDM-FE, specifically the SDM-FE (W1) model, we calculate the (in)direct and total 220 

impact of each explanatory variable according to the specification in Eq. (8). The results of this 221 

calculation are presented in Table 3. As can be seen from Table 3, the coefficients of the SDM-FE 222 

(W1) model differ from those reported in Table 4. The difference is probably due to the feedback 223 

impacts across neighbouring countries, as the effects pass from one neighbouring country to another 224 

and back again (Elhorst, 2014a).  225 

In Table 3, the direct effect of FD (0.020) is positive and significant at the 10% level, whereas the 226 

indirect effect (0.074) is also positive and significant at the 10% level. Altogether, the total effect of 227 

FD in the local country when considering the effect originating from neighbouring countries’ FD is 228 

positive (0.095) and significant at 10%. This coefficient indicates that a 1% increase in FD increases 229 

emissions on average by 0.095% across African countries. This finding is in line with other recent 230 

studies that have reported positive effects of FD on CO2 emissions in Africa. For example, 231 

Acheampong (2019) uses the system-generalised method of moments technique to study the impact 232 

of FD on CO2 emissions across 46 sub-Saharan African (SSA) countries over the period 2000–2015. 233 

This author found that FD increase carbon emissions. Other studies such as Shahbaz et al. (2016); Al-234 

Mulali et al., (2015a, 2015b); Maji et al., (2017) have confirmed the positive impact of the bank-based 235 

FD on CO2 emissions. Although there is enough support from this strand of previous literature 236 

suggesting environmental degradation through FD activities, our result is inconsistent with another 237 

strand of literature indicating that FD improves environmental quality by reducing CO2 emissions 238 

(Abbasi and Riaz, 2016; Al-Mulali et al., 2015a, 2015b; Maji et al., 2017; Shahbaz et al., 2018; Shahbaz 239 

et al., 2013b). In the specific case of the African continent for instance, Odhiambo (2020) investigates 240 

the dynamic relationship between FD, and CO2 emissions using data of 39 SSA countries during the 241 

period 2004–2014. This author reported that FD unconditionally reduces CO2 emissions in SSA 242 

countries. 243 
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 244 

 245 

 246 

Table 3: Cumulative marginal long-run effects results for the different specifications of spatial W 247 

Note: ***, **, and * are respectively p<0.01, p<0.05, and p<0.1. The values reported in bracket are standard errors. 248 
 249 

 250 

 251 

 252 

 253 

 254 

 255 
 256 

Effects Direct effects Spillover effects Total effects 
Variables 
Weight matrix 

 

𝑊1 

 

𝑊2 

 

𝑊3 

 

𝑊1 

 

𝑊2 

 

𝑊3 

 

𝑊1 

 

𝑊2 

 

𝑊3 

FD 
 
GDP 
 
GDPSQ 
 
TRADE 
 
REC 
 
POPD 
 
IND 
 

0.020* 
(0.0123) 

0.0003*** 
(0.00002) 

-3.72e-09*** 
(1.27e-09) 
0.001*** 
(0.0004) 

-0.014*** 
(0.0016) 
0.121* 
(0.072) 
0.002* 

(0.0014) 

0.022* 
(0.0123) 

0.0003*** 
(0.00002) 

-3.18e-09*** 
(1.27e-09) 
0.001*** 
(0.0004) 

-0.014*** 
(0.0016) 
0.134* 

(0.0731) 
0.002* 

(0.0014) 

0.017 
(0.0125) 

0.0003*** 
(0.00002) 

-3.15e-09*** 
(1.28e-09) 
0.001*** 
(0.0004) 

-0.011*** 
(0.0017) 

0.057 
(0.0731) 

0.001 
(0.0014) 

0.074* 
(0.044) 
-0.0001 

(0.00009) 
-8.83e-09* 
(5.16e-09) 

0.0003 
(0.002) 
0.013 

(0.0089) 
-0.594*** 

(0.254) 
0.034*** 
(0.007) 

0.083* 
(0.0445) 
-0.0001 

(0.00007) 
-6.21e-09 
(4.00e-09) 

0.001 
(0.0016) 

0.007 
(0.0063) 

-0.545*** 
(0.1802) 
0.023*** 
(0.0059) 

0.036* 
(0.0212) 
0.00002 

(0.00004) 
-5.80e-09*** 

(2.45e-09) 
-0.0007 
(0.0008) 
0.010*** 
(0.0032) 
-0.131 

(0.1152) 
0.002 

(0.0019) 

0.095* 
(0.0578) 

0.00013** 
(0.00007) 

-1.25e-08*** 
(5.24e-09) 

0.0016 
(0.0022) 
-0.001 

(0.0093) 
-0.473* 
(0.2435) 
0.036*** 
(0.0073) 

0.106*** 
(0.0461) 
0.0001** 
(0.00007) 

-9.39e-09*** 
(4.09e-09) 

0.002 
(0.0016) 
-0.007 

(0.0066) 
-0.411*** 
(0.1700) 
0.026*** 
(0.0059) 

0.053** 
(0.0246) 

0.0003*** 
(0.00004) 

-8.95e-09*** 
(2.57e-09) 

0.0007 
(0.0008) 
-0.001 

(0.0040) 
-0.073 

(0.1224) 
0.0037* 
(0.0022) 
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A genuine explanation for the significant positive total effect of FD on CO2 emissions is that most 257 

African countries financial sectors are weak in facilitating or attracting green technologies transfer to 258 

promote environmental sustainability. While some studies point to the financial system of most 259 

African countries that are less or poorly liberalised (Acheampong, 2019), other studies emphasis the 260 

financial infrastructure in most African countries that remains light with a contribution to growth, 261 

poverty reduction, and environmental improvement that is minimal (Gakunu, 2007). Generally, mixed 262 

and inconclusive findings concerning the nexus between FD aspects and environmental degradation 263 

vis-à-vis carbon emissions have largely been documented in the literature (Ekwueme et al., 2021; 264 

Nwani et al., 2022; Zoaka et al., 2022). In other words, one could strongly argue that the poor financial 265 

system across African countries is an important factor limiting financial institutions and markets to 266 

support green technologies development projects. As can be observed in Table 3, indirect effects of 267 

FD causes ~78% of total effects. This indicates the importance of considering country 268 

interdependence relations for FD policy designed and implemented to determine pollution in Africa.  269 

Turning to the examination of the EKC hypothesis theory based on the coefficients of GDP and 270 

GDPSQ, the result shows the following: (1) for GDP, the direct effects (0.0003) are positive and 271 

statistically significant at the 5% level, whereas the indirect effects (-0.0001) are negative and 272 

insignificant, (2) for GDPSQ, the direct effects (-3.72e-09) are negative and statistically significant at 273 

the 1% level, while the indirect effects (-8.83e-09) are negative and significant at the 10% level. Overall, 274 

the results in Table 3 show that the total effects for GDP (0.00013) are positive and significant at the 275 

5% level, whereas the total effects for GDPSQ (-1.25e-08) are negative and significant at the 1% level. 276 

This result implies that economic prosperity hampers environmental quality in a given local country 277 

but the local and neighbouring environmental quality improves after a threshold level of economic 278 

growth (i.e EKC is valid). The results on the economic development variables (GDP and GDPSQ) 279 

are in line with the results of the recent studies by Lv and Li (2021) and Espoir and Sunge (2021) that 280 

validated the evidence of the EKC hypothesis across the 97 countries and 48 African countries 281 

respectively.  282 

Another interesting result is that of openness to international trade (TRADE). The direct effects of 283 

TRADE on CO2 emissions (0.001) are positively significant at the 1% level, while the indirect effects 284 

(0.0003) are positive but insignificant. The total effects of TRADE are (0.0016) positive but statistically 285 

insignificant. This finding suggests that the effects of international trade in all neighbouring countries 286 

is minimal in relation to environmental degradation in Africa. This finding is in line with the result 287 

reported by Espoir and Sunge (2021) that reveals an insignificant spatial total effect of TRADE on 288 

CO2 emissions in Africa. REC shows negatively significant direct effects (-0.014), positively 289 

insignificant spillover effects (0.013), and thus negatively insignificant negative effects (-0.001). This 290 

finding is not surprising given that, in low-income countries like those of Africa, energy consumption 291 

is known to be relatively low, henceforth unable to produce significant effects on carbon emissions. 292 

The result for REC variable in this study agrees with Acheampong (2019) but contrary to Shahbaz et 293 

al. (2015b) which finds that energy utilisation spur CO2 emission in low-income countries. Moreover, 294 

Espoir and Sunge (2021) find for the case of Africa that REC is a significant driver of environmental 295 

pollution as it decreases CO2 emissions. The direct effects of POPD (0.121) are positive and significant 296 

at the 10% level, while the spillover effects (-0.594) are negative and highly significant at the 1% level. 297 

This implies that population density causes an increase in the pollutant emissions of a given country, 298 

while its causes a decrease in pollutant emissions in the neighboring countries. Specifically, the positive 299 
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effects in local country can be interpreted as the contribution of an increased population size to a 300 

higher energy consumption, therefore spurring the generation of pollutant emissions (Lv and Li, 301 

2021). Moreover, the total effects of POPD are (-0.473) negative and significant at the 10% level.  This 302 

finding is inconsistent with our initial prediction. One of the plausible reasons for the total negative 303 

effects of POPD is that African population are constantly immigrating from rural to urban areas. In 304 

this regard, the UN-DESA (2014) reports that the African population living in urban areas rose from 305 

about 27% in 1950 to 40% in 2015 and are projected to reach 60% by 2050. With the danger related 306 

to climate global warming, most of the urban areas and cities are aware or have more knowledge about 307 

the impact of human footprints on the environment degradation than in rural areas. This helps to 308 

reduce the positive effects of POPD on pollution in Africa.   309 

5. Conclusion and Policy Implications 310 
Climate change is one of the biggest challenges of the 21st century. Humans continuously influence 311 

the climate and the world's temperature by burning fossil fuels, doing extensive farming activities, and 312 

cutting down forests. Several studies have shown that 2011-2020 was the warmest decade recorded, 313 

with global average temperature reaching 1.1°C above pre-industrial levels in 2019. It is also shown 314 

that Human-induced global warming is currently increasing at 0.2°C per decade. However, to keep 315 

global warming below 1.5°C in the 21st century, the aspirational objective of the Paris Agreement on 316 

climate, the world must halve annual greenhouse gas emissions, particularly carbon dioxide emissions 317 

(CO2 emissions) in the next eight years (Emissions Gap Report, 2021). To do so, it necessitates to 318 

study and understand the key drivers of greenhouse gas and carbon dioxide emissions. Several 319 

developing countries, including those of Africa have elaborated and adopted the Nationally 320 

Determined Contributions (NDCs) that contain more ambitious commitments to reduce emissions. 321 

In most of those NDCs, it well highlighted that the emissions reduction objective can only be 322 

implemented with increased financial resources and other support such as technological and capacity-323 

building support.  324 

Against this backdrop, the current study applies a spatial econometric approach to investigate the 325 

finance-pollution nexus across African countries. Specifically, the study aims at investigating the direct 326 

and indirect effect (spatial spillover effect) of FD on CO2 emissions across the 55 African countries 327 

during the period spanning the year 1995–2017. To avoid bias associated with the omission of variable 328 

bias, we control for the impact of economic development (GDP per capita), renewable energy 329 

consumption, trade openness, population density, and industrialisation. While several previous studies 330 

exhibit high tendency of producing biased estimates due to multicollinearity when employing various 331 

measures of FD to investigate the finance-pollution nexus. composite FD index was constructed by 332 

using a PCA to investigate the finance-pollution nexus across the African countries.  333 

Importantly, the investigation which is based on Environmental Kuznets Curve (EKC) hypothesis 334 

affirms the validity of EKC hypothesis. Although the magnitude of the coefficients of GDP and 335 

GDPSQ is small, the revelation generally suggests an increase of pollution with economic growth in 336 

the early stage of development and a decrease in the last stage of development. Additionally, our results 337 

show that industrialisation (IND) produces a positive and statistically significant total effect on CO2 338 

emissions. Meanwhile, population density (POPD) produces a negative significant total effect on CO2 339 

emissions. However, authors note that the limitations in the current study could be improved upon 340 
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especially from the perspective using more dated dataset and comparing related empirical approaches 341 

such as the SAR and SEM models with the SDM model. 342 

5.1 Policy relevance 343 

Therefore, formulation of policy recommendations is made based on the findings. First, given the 344 

positive (in)direct effects of FD on carbon emission, policymakers across the continent should make 345 

efforts to harmonise pollution abatement strategy through equitable financial resources allocations. 346 

More priority should be devoted to investment in environmentally friendly projects and related 347 

research and development (R&D. Investing in local content development by expanding R&D and 348 

innovations capabilities across the continent is a vital approach to pollution and environmental 349 

degradation abatement afterward. This, in addition to robust policy that promotes green technology 350 

transfer should aid to improve the continent’s environmental sustainability and green growth. 351 

Additionally, implementation of environmental stringent conditions should indirectly propel 352 

industries or firms to invest in environmental sustainability projects while also exploring the best lower 353 

cost financial approach. Although the investigation confirms the presence of an inverted-U-shaped 354 

EKC relationship for the full sample, it is important to mention that this result may not be the case 355 

for several African countries. Thus, this is a crucial observation and it is expected that several African 356 

countries will continue to experience environmental pollution due to economic growth for a long 357 

period. In this regard, implementation of stricter environmental and energy legislation, such as 358 

increasing the market entry threshold for high energy-consuming businesses could further assist to 359 

restrict the increased environmental hazard that is associated with economic development.  360 

 361 
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